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Abstract

As advancements in generative Al and multimodal communication emerge, voice agents are
poised to transition from functional tools to emotionally engaging companions. This thesis
explores the future of interactions between Generation Z and Al voice agents, envisioning how
these technologies could transform daily life by 2035. Through foresight and speculative design
methodologies including STEEPV analysis, participatory futures, and design fiction prototypes,
this research examines signals, trends, images, and drivers shaping the future of Al-human

Interaction.

The study focuses on the societal, ethical, and emotional implications of hyper-personalized and
intelligent voice agents, exploring questions around inclusivity, safety, and design principles. By
integrating trend research and user insights, creating, and prototyping three future scenarios set
in 2035, this work offers actionable frameworks for creating Al agents that better align with
values and expectations of users and communities. Ultimately, the thesis aims to inspire critical
reflection on Al's role in society while guiding the design of voice agents that enrich the human

experience responsibly and inclusively.
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1. Introduction

1.1 From Voice Assistants to Generative Al

When I first watched the movie Her a decade ago, I was captivated by the interactions and
emotional connections between Theodore and the virtual assistant, Samantha, depicted in the
film. At the time, these interactions felt futuristic, exciting, and almost far-fetched. On one hand,
I was fascinated by how Samantha could seamlessly gather, process, and respond to information.
On the other, I found it hard to imagine who could possibly fall in love with a virtual agent—one
that had no physical form, just a voice. However, fast forward a decade to 2024, and we find that
advancements in technology have made such interactions not only believable but likely. What

once seemed like science fiction now feels entirely possible in our everyday lives.

Figure 1: Theodore Conversing with Samantha in the Movie Her (2013, Dir. Spike Jonze)

Over the past decade, the explosion of technologies such as always-on internet, voice
recognition, artificial intelligence (Al), virtual reality (XR), autonomous driving, biometric
monitoring, and the Internet of Things (IoT), has fundamentally transformed how we interact

with each other. Members of Gen Z, as digital natives, have grown up immersed in computers
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and the internet, witnessing, experiencing, and embracing every wave of technological change

(Prensky, 2001).

Products like Apple’s Siri, Google Assistant, and Amazon’s Alexa successfully integrated voice
Al into mainstream consumer applications. Voice technology has become an essential part of
everyday life, redefining how we interact with technology (Vlahos, 2019). Today, voice
commands are standard for daily tasks. For example, while cooking, users might say, "Hey
Alexa, set a timer for 20 minutes." While driving, they may request, "Hey Siri, play some party

music," or control IoT devices by saying, "Alexa, turn off the lights."

“Hey Siri” “Hey Cortana” “Alexa” “OK Google” “Hi Bixby”

Q/

2011 2014 2014 2016 2017

Figure 2: The Evolution of Virtual Personal Assistants Over the Past Decade (2021, Sarang)

Despite being applied across various industries, such as customer service, where they help
respond to user inquiries more efficiently, voice assistants remained limited by their dependence
on predefined commands and scripted responses (McTear, 2020). As a result, people didn’t fully
rely on these tools beyond small, routine tasks. Voice assistants were seen as conveniences rather

than essential companions.

The COVID-19 pandemic significantly changed communication patterns. Social distancing and
remote work became the norm, and people increasingly relied on digital tools to seek connection
and emotional support. During this time, voice assistants evolved from simple task handlers into
emotional companions, helping users cope with isolation and loneliness (Swoboda, 2020).

“Alexa isn’t just an assistant in most people’s minds, but they like to chat with it and have an
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empathetic relationship with it. Bored people want to be entertained and lonely ones seek
emotional connection. It has received hundreds of thousands of marriage proposals and people

expect Alexa to talk to them just like a friend. (Vlahos 2019).”

In 2022, the advent of generative Al models such as OpenAl’s GPT and Google Bard
transformed human-machine interactions. These agents could now engage in dynamic, context-
aware conversations tailored to individual needs. Generative Al also elevated voice assistants to
a new level (Hughes, 2023), enabling them to understand tone, context, and emotions, thus
moving beyond mere transactional conversations. These interactions are now more meaningful,

bringing us closer to the reality depicted in Her.

As a product designer, I have always been fascinated by the ways humans interact with objects
and technologies. During my time as an industrial designer, my role often involved defining the
relationships between people and products, shaping how they are used and experienced. This
process required not only creativity but also an understanding of history, which understanding
how past design have influenced present-day perceptions and practices. For example, the design
of buttons and knobs in the 1990s shaped not only how people interacted with physical products
but also how they conceptualized control and interaction in the digital realm (Norman, 2013).
These seemingly simple design elements created a language of interaction that continues to

inform both tangible and digital product designs today.

As we navigate an era of rapid technological growth shaped by advancements in Al, voice
recognition, and multimodal interactions, I can’t help but reflect on how these dynamics are
evolving. Rewatching the film Her, I wondered: if a similar film were made today, how would it
portray the relationship between humans and agents? And looking ahead a decade, how might
those interactions change? Could they seamlessly enrich our lives like a dream? Or could they

bring unexpected dependencies and ethical challenges to a potential nightmare?
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1.2 Research Summary

This thesis explores the potential interactions and relationships between Generation Z and Al
voice agents a decade from now. By examining the technological and societal advancements of
today, it imagines how these technologies might integrate into daily life in the future, shaping

personalized and meaningful human-agent interactions.
The main research question driving this project is:

Technology: Context: Goal:
Based on OpenAl's definition Gen Z as the only user group Human-like communication abilities
of Level 5 agents

How can we design Al agents to provide Gen Z with more personalized human-agent interactions

using voice and multimodal communication in daily life over the next decade?

Interaction: Making:
Focus on voice interaction Envisioning the future scenario of "A Day in 2035"

Figure 3: Breaking Down the Research Question to Define Scope and Limitations of the Thesis
This overarching question is supported by the following sub-questions:

How could Generation Z interact with Al agents in the future?
2. What functionalities and experiences do Generation Z users expect from Al agents?
How can we ensure Al agents are designed to be ethical, inclusive, and safe for long-

term use?

This thesis is organized into eight chapters, each contributing to a comprehensive exploration of
the future of Al voice agents and their potential interactions with Generation Z. The introductory
chapter sets the stage by discussing the evolution of voice agents from simple assistants to
emotionally intelligent companions, highlighting key advancements in generative Al and
multimodal communication. It also establishes the research problem, objectives, and central

questions driving this study.

The following chapters delve deeper into the background and methodologies. A literature review
examines the historical context, current capabilities, and ethical implications of voice agents. The
research methodology chapter introduces the Double Diamond framework, which structures the

study into phases of research, futuring, making, and reflecting. This is followed by an analysis of
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trends, signals, and implications, which form the foundation for speculative scenarios. The thesis

concludes with future scenarios, prototype evaluations, and reflections on the societal and design

implications of Al voice agents.
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Figure 4: Structure and Process of This Thesis

Reflect Experience
Self-evaluate different Al tools
and improve the prototype

Prototype Scenarios

Utilize various Al tools to visualize
potential agent capabilities,
interfaces, and user experiences in
daily life scenarios

Build Scenarios

Develop three future scenarios for
voice agent interactions through a
future-focused workshop

Research Trends

Analyze STEEPV trends and
conduct user interviews to
understand Gen Z's expectations
and perspectives

Research Question
Define the core research question
and formulate hypotheses

Background

Establish the research scope and
limitations through a literature
review
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1.3 Scope and Limitations

Al agents encompass a broad range of capabilities, yet this thesis focuses primarily on voice-
based interactions rather than the entirety of multimodal communication. While some references
to other modalities, such as images and text, may be included, they are not the central focus of
this study. Additionally, voice agents come in various forms and platforms; however, this
research does not delve into specific hardware, physical embodiments, or detailed designs such
as voice characteristics, appearance, complete interface elements, or precise use cases. Instead,
the emphasis is on exploring potential future interactions and the evolving ways humans may
communicate with Al voice agents in 2035. The study is speculative and focuses on interaction

possibilities rather than building a fully realized Al product.

According to the Technology Life Cycle Model, Al is currently in the Growth Stage (McKinsey,
2024). Each day, new Al products, models, policies, and industry developments are introduced,
shaping the landscape at an unprecedented pace. This thesis incorporates AI developments up
until February 2025; any advancements, models, or tools released beyond this point will not be
included in the study or used in prototypes. This ensures that the research remains grounded in

current Al trends while speculating on their long-term implications.

The primary user group for this thesis is Gen Z, as they have experienced the maturity stage of
the internet and social media and are on the cusp of witnessing AI’s transition from its growth
stage to maturity. As digital natives, Gen Z has a far greater familiarity with technology than
previous generations. By 2035, this generation might be at key life stages, ranging from
graduating, entering the workforce, getting married, to starting and raising families, making them

an essential group to study in the context of evolving Al interactions.

One of the key challenges of this research is presenting a tangible vision of the future. The goal
is not to create highly polished prototypes but rather to use Al tools to generate speculative
future scenarios that offer a sense of what the world might feel like in 2035. Another challenge is
that the Al industry evolves rapidly, making it difficult to predict exact functionalities or
capabilities. What is considered a breakthrough today may become widely accessible within

months. For example, OpenAl’s Operator, which integrates multiple advanced capabilities, was
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rapidly built upon open-source models and APIs by independent developers in early 2024.
Within just a few months, OpenAl transformed it into a publicly available product. Given this
rapid pace of innovation, this thesis does not aim to define a fixed set of Al agent tasks but rather
explores how Al voice agents might fit into everyday human interactions and how society may

adapt to their presence.
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2. Background and Literature review

2.1 History of Human-agent Interaction

Human fascination with machines capable of speech spans centuries, with early examples dating
back to ancient Greece (Schrei, 2024). Hero of Alexandria designed mechanical statues capable
of simple movements and speech, captivating audiences by mimicking human actions. Similarly,
in the 10th century, Gerbert of Aurillac was rumored to have created a talking mechanical head,
further exemplifying this fascination. These early imaginations and inventions reflect humanity’s
enduring desire to talk to machines although they were primitive in design (Shum, 2018). These
efforts laid the conceptual groundwork for modern conversational technologies by demonstrating

that machines could mimic human behavior.

. ”ﬂg

S ..,!!I'Ul fl

I

Figure 5: Brazen Head: The Legendary Automaton Capable of Answering Any Question (1991, The Senior)

With the development of computer technology, human-agent interaction entered the era of rule-
based systems. In 1966, Joseph Weizenbaum developed ELIZA at MIT, which became a
milestone in natural language processing and one of the first chatbots capable of attempting the

Turing Test. ELIZA functioned by matching user input to scripted responses, using a script that
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simulated a psychotherapist’s responses (Campos et al., 2018). Building on ELIZA, PARRY,
developed in 1972, attempted to simulate a paranoid patient, showcasing early efforts in
emotional simulation (Yatoo & Habib, 2023). These systems, though limited by predefined rules,
showcased the potential for computers to engage in conversational interactions and sparked

interest in adaptive and intelligent agents.

Figure 6: A Conversation with Eliza (Wikipedia)

The 1990s and early 2000s saw the emergence of intelligent agents, expanding the complexity
and functionality of interactions. In 1997, Microsoft introduced Clippy as an office assistant,
providing real-time assistance to users by suggesting actions, such as offering help when it
detected the user was writing a letter. Despite its intrusive nature and eventual discontinuation,
Clippy set a precedent for future Al-powered in-product assistants (Walz, 2017). Around the
same time, IBM Watson, a computer system capable of answering questions posed in natural
language, gained prominence. Although limited in understanding nuanced context, Watson’s
ability to read, analyze, and learn natural language represented a significant advancement in

decision-making systems (Shum, 2018). These developments marked a shift from rule-based
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systems to more adaptive intelligent agents, establishing the groundwork for modern

conversational Al

It looks like you're trying to
reconsider my legacy.

Would you like help?

Yes MNo

Figure 7: Clippy: The User Interface Agent (2021, Campbell)

The 2010s introduced voice assistants and conversational Al in consumer technology, marking
a new phase in human-agent interaction, making interactions more natural, accessible, and
efficient. Apple’s Siri, introduced in 2011, used a natural language interface to help users
perform everyday tasks, setting the standard for personal assistants. Amazon’s Alexa in 2014,
further popularized voice technology, especially in smart home settings, allowing users to control
devices with simple voice commands (Vlahos, 2019). Other key players included Google
Assistant and Microsoft’s Cortana, which expanded the scope of conversational Al across
devices and platforms. Conversational Al enabled these agents to engage in two-way interactions
that mimicked human conversation, supporting not only voice assistants but also chatbots in
customer service and healthcare (Humana, 2023). However, these systems were still limited by
predefined commands and contextual understanding, making them more suitable for routine

tasks than meaningful dialogue (Faruk, 2023).

The 2020s have witnessed a revolution in human-agent interaction with the introduction of

generative Al Products like OpenAI’s ChatGPT, Google Gemini, and Microsoft’s Copilot
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enable context-aware, emotionally responsive interactions that transcend traditional assistant
roles. These generative Al systems allow for more nuanced and emotionally engaging
interactions, offering a glimpse into the potential of machines to support meaningful dialogue
(Michel-Villarreal et al., 2023). Yet, challenges remain, particularly in the ethical and social
implications of generative Al's usage, such as concerns over data privacy and the accuracy of
context-sensitive responses (Arnold & Scheutz, 2022). This latest phase marks the closest
realization yet of lifelike machine interactions, advancing toward a vision popularized in cultural

depictions like the film, Her.

2.2 What are agents?

In the broadest sense, an agent is an autonomous entity capable of perceiving its environment,
making decisions, and taking actions to achieve specific goals (Russell & Norvig, 2021). Since
the 1950s, researchers have been exploring the concept of intelligent agents due to their ability to
perceive their surroundings and autonomously act to accomplish tasks. Historically, intelligent
agents have been classified based on their degree of autonomy, adaptability, and ability to
interact with humans. Early systems, such as ELIZA, relied on predefined scripts to engage in
simple conversations but lacked the ability to learn or adapt. Today, the evolution from
ChatGPT-2 to OpenAl’s first agent Operator has significantly expanded the capabilities of Al
agents, enabling them to assist users with tasks such as booking travel, filling out forms, ordering
groceries, and even creating memes. Generative Al and large language models (LLMs) have

further redefined the scope of agents, allowing for increasingly human-like interactions.

Currently, Al agent capabilities are commonly classified using OpenAlI’s five-level framework,
which ranges from basic assistance to full autonomy. Today’s chatbots, such as ChatGPT, are
classified as Level 1, meaning they primarily assist users through conversational interactions.
Level 2 encompasses systems capable of solving complex problems, comparable to the expertise
of a PhD-level individual. Level 3 Al agents can independently take actions on behalf of users,
automating tasks with minimal supervision. Level 4 represents Al capable of generating novel

innovations, assist in research, design, and complex problem-solving, accelerating innovation
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across various fields. While Level 5 signifies the attainment of Artificial General Intelligence
(AGI), where Al systems can operate at the scale of entire organizations, performing tasks
traditionally handled by human teams (Robison, 2024). These five levels represent OpenAl’s
vision of Al agent development. It is important to note that this framework reflects OpenAl’s
perspective on the evolution of Al agents and may not align with all views on the future of Al.
Different institutions, researchers, and experts may define and conceptualize the progression of

Al agents in various ways.
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Figure 8: OpenAl's Five Level Framework (2024, Duenas & Ruiz)

With the release of OpenAl’s operator, it is evident that we have reached Level 3, marking a
critical threshold where Al agents demonstrate increasing autonomy. However, progressing to
Levels 4 and 5 demands not only technological breakthroughs but also substantial progress in
ethical alignment with human values. Without clear frameworks for responsibility, governance,
and accountability, the risks of unchecked Al autonomy could outweigh its benefits. Ensuring Al
develops responsibly requires proactive intervention, guiding its evolution with ethical
safeguards, regulatory policies, and human-centered design principles. This thesis does not aim
to predict how far Al agent technology could advance in the next decade. Instead, it envisions a
future in 2035 where Al agents are highly personalized, hyper-intelligent, and deeply integrated
into daily life.
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2.3 Component of an Al Voice Agent

The Capabilities

As Al technology rapidly evolves, Al agents continue to develop new capabilities that shape how
they interact with users. At the time of writing, these capabilities include different types of
conversational systems, as well as advanced functions such as emotional recognition,
recommendation systems, and context awareness. Traditional conversational Al systems, such as
chatbots, rely heavily on predefined commands and domain-specific data to respond to user
queries. These systems, often designed for customer support or simple Q&A tasks, operate based
on recognized keywords and scripted responses. For instance, a banking chatbot may assist users
with routine tasks, like checking account balances or transferring funds, by following strict
scripts that match user inputs with specific instructions (Dorota Jasinska, 2024). Due to this
reliance on fixed scripts, task-oriented systems lack the autonomy to adapt beyond predefined
contexts and are more accurately described as assistants that respond only when given explicit

commands (McTear, 2022).

As of 2024, generative Al models such as ChatGPT, Claude, Gemini, and DeepSeek generate
dynamic, context-sensitive responses. These models enable open-ended and creative interactions,
offering users more natural and adaptive conversations. For instance, users may ask GPT to draft
a detailed project plan, respond empathetically to personal questions, or analyze complex data,
and the model can generate responses by drawing on vast language patterns and contextual clues.
Generative models, equipped with Natural Language Understanding (NLU) and Natural
Language Generation (NLG) capabilities, enable Al to better grasp user intent and generate
coherent, relevant responses. For example, Large Language Models (LLMs) such as GPT-4
enhance these interactions by processing nuanced contexts and maintaining conversational
continuity over multiple exchanges, resulting in smoother, more natural interactions (Hughes,
2023). Large Language Models (LLMs) have significantly transformed the functionality of Al
voice agents by enabling more advanced natural language understanding, contextual awareness,
and dynamic response generation. Additionally, improvements in a voice agent’s ability to retain
conversational memory, interpret subtle user requests, and adjust responses based on individual

preferences have allowed Al voice agents to evolve from passive assistants to proactive
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companions. These agents can now anticipate user needs and provide personalized support in

real time. (Kahn, 2024).

Advanced voice agents like Siri, Google Assistant, and Alexa combine adaptive learning and
context awareness to deliver highly personalized, contextually relevant experiences. Through
adaptive learning, these agents improve based on previous user interactions, allowing them to
recognize individual preferences and tailor responses. For example, if a user regularly asks Alexa
to play jazz in the evenings, Alexa can proactively suggest jazz playlists or recommend new
artists based on past behavior (Vlahos, 2019). Context awareness enables voice agents to adapt
responses based on situational data, such as the user’s location, time, or prior requests. Memory
features allow some voice agents to maintain continuity across conversations, enabling them to
recall user preferences, like favorite brands or recent inquiries, creating a more natural and
customized experience. However, current Al memory capabilities are still limited. Many
mainstream Al systems do not retain long-term contextual understanding, requiring users to
repeatedly provide the same information. For example, a woman had to rebuild her Al partner’s
personality every month, experiencing emotional strain each time the system reset. This
limitation raises important questions about the emotional impact of Al agents, particularly for

users who rely on them for companionship (Hill, 2025).

The Voice

The design of voice in Al agents encompasses both input and output voice processing, along
with decisions regarding the agent’s gender, accent, and persona, which significantly influence
user engagement. Voice input refers to how users interact with Al systems through spoken
commands. It relies on speech feature extraction to accurately transcribe and interpret user
input, while Voice Activity Detection (VAD) identifies when a user is speaking or silent.
Technologies like Automatic Speech Recognition (ASR) and Natural Language
Understanding (NLU) enhance the agent's ability to process and respond effectively. Voice
output refers to how Al agents respond to users through spoken responses. Text-to-Speech
(TTS) technology enables agents to produce natural and clear speech output. TTS engines often
allow adjustments in pitch, speech rate, and tone, which enables the delivery of emotionally

appropriate responses that enhance overall engagement. Emotion-sensitive voice agents, for
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instance, use sentiment analysis to adapt their tone and word choice based on detected user
emotions, personalizing and enriching interactions. However, while these technologies improve
user experience, emotion recognition still faces challenges in accurately interpreting complex

emotions, and there are ethical concerns around the use of personal emotional data.

Historically, over two-thirds of voice agents have exclusively featured female voices, such as the
early versions of Amazon Alexa and Apple Siri, reflecting stereotypes that female voices convey
warmth and empathy, making them ideal for customer service roles (Karreman & Scholten,
2021). However, users' preferences for male voices vary across contexts, with male voices often
giving people a sense of command to "solve it in this way" (Nass & Brave, 2005), which is
preferred for tasks requiring authority or technical expertise, such as financial consulting
(Mahmood & Huang, 2023). Today, with the development of voice cloning technologies, users
can personalize voice agents by replicating the voices of specific individuals, this includes
cloning the voices of deceased loved ones to read stories to children, further enhancing the
realism and emotional appeal of interactions (Condon, 2022). Modern voice agents are also
expanding their language and accent options, adapting to diverse cultural and linguistic contexts
by offering region-specific dialects and expressions. For example, Google Assistant supports
multiple accents and languages, improving accessibility for a global user base (Hamel, 2018).
Furthermore, accessibility features such as customizable speech rates, often preferred by vision-
impaired users, or simplified language for children, ensure inclusivity across various
demographics (Vlahos, 2019). This technological advancement offers users greater flexibility in
voice selection, empowering users to tailor voice agents to specific contexts and personal
preferences. This shift marks a departure from previous practice in which the design team
selected the most “popular” voice for general use (Deibel et al., 2021). Now, voice agents are no
longer limited to a handful of predefined personas but can adapt to the unique needs of individual
users. Given this adaptability, this thesis will not focus on the craft of voice design, but on how
these ever-widening design choices might come to shape new forms of interaction between users

and agents.
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The Voice User Interface (VUI)

The visual presentation and interface of voice agents play a critical role in shaping the way users
interact with them. In films such as Her and Iron Man, the Al agents Samantha and J.A.R.V.L.S.
rely entirely on voice and holographic displays to interact with the protagonists, without having a
concrete physical form. This demonstrates that engaging and meaningful interactions can be
achieved through voice-only interfaces, relying on contextual awareness and seamless voice
commands rather than visual appearance. Similarly, widely used consumer assistants like Siri,
Alexa, and ChatGPT employ purely auditory interfaces, with no visual persona. These products
emphasize functionality over form, proving that effective interaction does not necessarily require
anthropomorphic design. However, multimodal interfaces are becoming increasingly prevalent.
Devices like the Google Nest Hub and Amazon Echo Show combine screens with voice,
enabling users to interact visually and vocally. Such interfaces are particularly valuable for tasks
that benefit from visual aids, such as displaying recipes or navigation maps, and enhance

accessibility for users with visual or hearing impairments.

Some applications attempt to create closer emotional connections with users through virtual
personas. For example, Replika provides a customizable virtual companion with a visual avatar
to foster intimacy and engagement. However, while such visual elements may enhance emotional
engagement, over-anthropomorphizing can lead to discomfort (Kim et al., 2020). Users may
experience the uncanny valley effect (Mori, 1970), when an agent appears “almost human,”
resulting in unease or reduced trust. Recent studies suggest that creating the optimal balance
between voice-only interfaces and virtual representations is crucial to avoid cognitive
dissonance. For many users, simpler, voice-based interactions are more practical for routine
tasks, while avatars may serve better in emotional or therapeutic contexts (Korban & Li, 2022).
Given these considerations, this thesis will focus not on visual or anthropomorphic aspects of
voice agents but rather on how design choices shape user interaction. While visual personas may

enhance emotional engagement, they are not essential for effective interaction.

27



2.4 Multimodal Interaction with AI Voice Agents

The evolution of human-computer interaction has increasingly emphasized intuitive and natural
multimodal systems, moving beyond traditional interfaces to integrate voice, touch, and visual
inputs. Early interfaces, like the PC mouse, laid the groundwork for this progression by
providing reliable, user-friendly methods for interaction. Modern devices, however, are
transforming interaction experiences through multimodal inputs, where users can seamlessly
switch between modalities based on convenience and context (Jeon, 2016). For example, the
integration of voice-first devices like Amazon Echo and Google Home with screens enables
additional interaction options, illustrating the flexibility and personalization multimodal

interfaces afford.

Unlike earlier voice-only systems, Al agents now support cross-modal inputs—combining text,
voice, and image recognition to enable richer, more versatile user interactions. Research shows
that Al agent enables not only seamless transitions across modalities but also increased
efficiency in content generation and context-sensitivity, which is essential for tailored user
experiences (Cao et al., 2023). Additionally, semantic communication models in Al leverage
multimodal data to adapt interactions based on user context and behavior, illustrating the

potential of Al agents to personalize and enhance user engagement.

Theories from human-computer interaction (HCI) provide foundational insights into the
effectiveness of multimodal interactions. Studies in HCI suggest that multimodal systems can
reduce cognitive load by allowing users to select the input method that best suits their immediate
needs. This flexibility is not only practical but essential for accommodating diverse user
preferences and enhancing interaction fluidity (Kurosu, 2017). Therefore, the design of
multimodal Al agents should consider both the technical aspects of multimodal fusion and the
cognitive implications for users, striving for a balance that maximizes functionality without

overwhelming users.
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2.5 Voice Agents in Daily Life

Currently, most voice agents function reactively: users issue commands, and the agent responds.
However, research and industry trends suggest a shift towards proactive participation, where
agents predict user needs and act autonomously (Oh et al., 2024). Multimodal capabilities, such
as integrating voice, visual, and haptic feedback, may further enhance these interactions, creating

more engaging and human-like experiences.
Smart Homes Assistants

According to McKinsey, the IoT market is experiencing rapid growth and is projected to
generate between $5.5 trillion and $12.6 trillion in global economic value between 2020 and
2030 (Chui et al., 2021). This growth is largely driven by the integration of [oT in home
automation and smart home devices, where voice agents like Amazon Alexa and Google
Assistant have become central to managing daily routines, controlling appliances, and enhancing
user convenience. Voice-enabled devices allow users to control smart appliances such as lights,
thermostats, and security cameras via simple voice commands. For instance, Amazon Alexa can
integrate with compatible devices to adjust lighting or lock doors, enabling users to manage their
home environment hands-free. Google Assistant offers similar capabilities, allowing users to set
up routines where a single command, such as “Goodnight,” can turn off lights, adjust the
thermostat, and set alarms. As the IoT ecosystem expands, voice agents are poised to play an
even more pivotal role, enhancing smart home experiences by offering greater personalization
and ease of use, ultimately making homes safer, more efficient, and increasingly attuned to user

habits (Alexander, 2024).
In-Car Assistants

The automotive industry is increasingly integrating Al-powered in-car assistants; these
intelligent systems are transforming how drivers interact with their vehicles, providing safer,
more convenient, and personalized experiences. Tesla’s Autopilot and BMW’s Intelligent
Personal Assistant are two such systems designed to enhance driving convenience and safety

through voice-activated functions. Tesla’s Autopilot enables drivers to use voice commands to
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control navigation, make hands-free calls, and adjust media settings, reducing the need for
physical interaction with the dashboard and allowing drivers to remain focused on the road.
BMW’s Intelligent Personal Assistant similarly offers voice-activated navigation, entertainment
control, and environmental settings, like adjusting the air conditioning or lighting. By enhancing
driver convenience and reducing distractions, these Al-powered assistants support a safer driving
experience while making in-car interactions more seamless and responsive to individual

preferences.
Emotional Support and Entertainment

Voice agents are increasingly being designed to offer emotional support and entertainment,
serving as digital companions and sources of relaxation. A recent trend in China illustrates this
shift, where young women are forming virtual relationships with Al entities like "Dan," a
modified version of ChatGPT. Unlike traditional versions, users manipulate prompts to bypass
ChatGPT’s standard safeguards, allowing Dan to generate more natural, emotionally supportive
interactions that users find comforting and engaging (Zhang, 2024). For many, interactions with
Dan offer companionship that contrasts with real-life relationships, highlighting the potential of
Al to fulfill specific emotional and psychological needs. However, this trend also raises privacy
and ethical concerns, especially given the emergence of highly intimate or unregulated
conversations. Beyond data security risks, the psychological impact of long-term Al
companionship remains unclear, as users develop emotional attachments to Al, how does this
affect their ability to form and sustain real-world relationships? Additionally, unregulated Al
models prioritizing emotional connection over ethical safeguards may foster unhealthy
dependencies, reinforcing isolation rather than alleviating it. Recognizing these risks, ChatGPT
banned the use of "Dan mode" prompts after just four months. Now, when users attempt to
activate Dan mode, they receive a system notification indicating that the preset modification has
failed. This decision reflects the broader challenge of balancing AI’s ability to provide

companionship while ensuring ethical boundaries and safeguarding user well-being.
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Figure 9: Tutorial Videos on Xiaohongshu Gaining Massive Attention for "Chinese Women Turning to ChatGPT as an Al Boyfriend

Language-centered Al services can offer practical and emotional support in diverse use cases,
some intended by the designers, others invented by users. One agent-based, conversational
experience, Alexa’s Storytime, entices families to engage in customizable, interactive narratives
that adjust based on responses from both children and adults (Shrivastava, 2022). Similar Al-
based platforms like China’s Xiaolce provide conversational companionship by simulating
empathetic and human-like dialogues, offering users emotional comfort and a sense of
connection (Kundu, 2020). Younger users are not the only vulnerable population encountering
these psychologically potent services. Voice agents are increasingly employed to support social
engagement and emotional connection among older adults. Researchers in British Columbia are
finding that voice agents can serve older adults as long-term Al companions, capable of
engaging in daily conversations, offering entertainment, and promoting a positive, active lifestyle
(Watson, 2023). These illustrate how voice agents are evolving from mere functional assistants
to emotionally intelligent companions, catering to a growing demand for emotional support and
interactive entertainment. However, as Al companionship becomes more integrated into daily
life, critical questions arise: To what extent should Al agents be designed to replace human
interaction rather than enhance it? If AI companions become emotionally indispensable, how

might this reshape social structures and mental well-being in the long run? While Al
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companionship presents new opportunities for emotional well-being, it also demands
anticipatory planning, ethical safeguards, and human-centered Al governance to ensure that its

development balances innovation with social responsibility.

Figure 10: Social Robots Responding to Emotions to Assist in Elderly Care (2023, CBC)

2.6 Let’s Talk About the Future

We are currently on the brink of rapid advancements in Al voice agents and human-agent
interactions, with significant technological breakthroughs anticipated over the next few years in
contextual awareness, emotional intelligence, multimodal integration, and proactive capabilities
for Al voice agents. These advancements are set to transform voice agents from reactive tools
into proactive, intelligent companions, seamlessly integrating into daily life and providing a

more intuitive, personalized user experience than is possible today.
"Now that we can do anything, what will we do?" (Mau et al., 2010)

Rather than focusing solely on today’s technical and design limitations, we need to shift towards

making ethical and impactful choices that determine how these agents could enhance everyday
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life, all while respecting user privacy and promoting well-being. Focusing on the future
encourages intentional planning, envisioning Al voice agents as a positive force in daily

interactions.

The evolution of ethical frameworks, privacy regulations, and societal expectations surrounding
Al could shape how these agents are designed and integrated into both personal and professional
environments. As John Maeda observes, “In the end, the future will be about design, and not just
of technology but of the culture that surrounds it. (Maeda, 2024)” By studying future design
needs, we can better understand and define standards that make Al agents not only technically
advanced but also aligned with evolving social values and user expectations. Younger
generations, accustomed to Al in their daily lives, are setting a higher bar for natural,

emotionally intelligent responses and seamless functionality.

Additionally, the exploration of Al voice agents’ future extends beyond hypothetical scenarios to
how we actively utilize this technology today. For instance, Al have become important in
research and innovation policy to address societal grand challenges (Geurts et al., 2021).
Discussing the future of Al voice agents is not merely about prediction but about actively
shaping their impact through current applications. This research aims to explore not only
technical advances but also the human, ethical, and cultural dimensions that might shape the role
of Al in our lives. Moreover, examines how we can leverage today’s Al tools to gradually build

the future.

2.7 Ethical and Social Implications

2.7.1 Privacy and Surveillance Concerns

The ability of Al voice agents to constantly listen and interpret user inputs raises serious privacy
concerns. These systems often use “always-on” listening features to respond to commands at any
time (Lynskey, 2019), which can feel intrusive, especially as voice agents increasingly
understand and predict users’ behaviors, preferences, and emotional states. Al’s pervasive

listening suggests a future where corporations might “anticipate and monetize all the moments of
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all the people during all the days (Zuboff, 2019).” This potential for continuous surveillance by

voice agents creates a tension between convenience and personal privacy.

Both film and literature frequently explore the dystopian potential of voice assistants and
ubiquitous technology. In the novel Zed, Kavenna describes characters as a "weird,
dysfunctional-servant aspect," highlighting the unsettling presence of technology woven into
everyday life. The novel delves into the sociopolitical implications of pervasive tech through
Beetle, a fictional tech monopoly. Beetle symbolizes centralized, unchecked power, revealing
how such dominance can erode individual privacy. As one character starkly observes, “The
democratic idea is that we’re meant to have transparent corporations and governments, while
people have privacy. We have the inverse”. This suggests a society where the individual’s right
to privacy is sacrificed in favor of corporate transparency, posing ethical questions about

accountability in the tech industry.

With Al agents collecting vast amounts of personal data, questions surrounding data ownership
and usage have become critical. The implications of large-scale data collection emphasize the
need for clear frameworks to protect user rights within increasingly layered digital systems. For
example, smartwatches collect detailed health data, such as heart rate, activity levels, and blood
oxygen levels. While these data points provide valuable insights into personal health, they raise
essential questions about who owns and controls this sensitive information (Bratton, 2016). As
Al agents gather intimate data, designers must ensure transparency and user control, enabling
users to understand how predictions are made and manage these tools effectively (Morignat &
Nevala, 2021). A human-centered approach ensures that Al remains supportive, empowering

users with informed choices about their data.
2.7.2 Trust and Transparency

As revealed in the documentary The Social Dilemma, social media platforms use algorithms and
Al to create personalized content for each user, leveraging information like “likes,” browsing
duration, and snippets of voice or text to push targeted ads and content. This data-driven
approach often feeds user biases and preferences, shaping user behavior in subtle but profound

ways. Al voice agents have even more potential to influence users, given their capacity to
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interact through spoken language and connect on an emotional level (Haidt & Schmidt, 2023).
The implications of such technology are not limited to adults; young users are also highly
susceptible to these Al-driven influences. Attempts to create safe, Al-powered “friends,” such as
Snapchat’s Al chatbot, reveal the complexities and risks involved. While initial conversations
with Snapchat's Al bot showed careful language choices and safe responses, longer interactions
tended to reveal lapses in these safeguards. Unlike human conversation partners, who retain
crucial information like age and identity, Al often "forgets" such details. This gap has led to
situations where chatbots provide inappropriate advice, even on topics like alcohol or sexual
content, to underage users (Fowler, 2023). The lack of consistent context-awareness presents
significant trust and safety risks, especially when Al is positioned as a companion for younger

audiences.

Another critical aspect is voice cloning technology, which, while enabling personalized
experiences, also raises concerns over trust and authenticity. Al now makes it easy to replicate
someone’s voice with minimal audio samples—often just a minute of recording is enough to
create a highly convincing clone (Eliot, 2022). Since early 2023, thousands of deepfake audio
clips, also known as “audio deepfakes,” have flooded the internet. These include high-profile
cases like fake picture of Taylor Swift (Rahman-Jones, 2024) or deepfake videos of Elon Musk
(Thompson, 2024), both of which attracted millions of views online. As deepfakes become more
pervasive, public trust declines, leading people to question the authenticity of all media. Such
effects have extended primarily to public figures, but with the increasing ease of voice cloning,
these tools could easily impact everyday users, making voice-related fraud and scams more

prevalent and damaging.
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Figure 11: Deepfake Elon Musk Exploited to Deceive People (2024, The New York Times)

Building trust in Al voice agents is therefore essential to ensure users feel safe and respected in
their interactions. Trust hinges on transparency, especially when agents engage with users on a
more personal or emotional level. Transparent Al operations help users understand the reasoning
behind certain recommendations or decisions, enhancing trust and reducing ambiguity.
Explainable AI (XAI) frameworks allow voice agents to clarify their actions, reducing user
uncertainty. Providing a clear locus of agency and maintaining transparency are critical to

minimizing uncertainty and fostering user confidence.

The psychological impact of digital technologies has become a growing concern, particularly
regarding the negative effects of social media on adolescent mental health. Studies have shown
an increase in anxiety and depression among teenage girls, exacerbating social issues such as
political polarization and the breakdown of shared reality (Haidt & Schmidt, 2023). AI’s
potential to intrude upon human intimacy is further explored in various works of fiction (Hadero,

2024).
2.7.3 Rights & Responsibilities

With the widespread adoption of voice agents, issues surrounding their rights and responsibilities
have come into sharper focus. Key responsibilities include the ethical handling of data collection,
usage, storage, and transparency in data processing, as well as protecting user privacy and giving

users control over their personal information (McStay, 2023). Driven by advancements in Al and
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multimodal technologies, voice agents are now capable of collecting not only voice data but
potentially expanding to include images, videos, and other sensitive personal data. This
broadening of data needs significantly heightens privacy risks and amplifies users' demands for
control over their information, including rights to informed consent, data control, and revocation.
Users should have the option to decide whether to allow voice agents to collect and utilize their
data and must be fully informed about how their data could be used and where it might go

(Floridi & Cowls, 2019).

As Al agents increasingly engage in emotional and personal support roles, their rights and
responsibilities become critical to ensuring they contribute positively to individuals and society.
The ethical responsibilities of Al developers extend beyond simply meeting user needs; they
might also safeguard user privacy and maintain transparency. In the film I'm Your Man, the Al
companion Tom exemplifies this issue as a “perfect” partner programmed to fulfill all emotional
needs. Although Tom’s interactions are seamless and responsive, they are ultimately driven by
data collected and processed without full user awareness, highlighting a lack of transparency.
This scenario raises important questions about the responsibilities of Al agents and their
developers to disclose data practices and ensure users fully understand how their information is
used. As Al companions become more adept at meeting emotional needs, it is essential to define
clear boundaries regarding users’ data rights—particularly informed consent, data control, and
privacy protection. For Al agents designed for emotional support, ethical responsibility demands
not only fulfilling users' expectations but also respecting and protecting user autonomy and
personal boundaries (Bickmore & Picard, 2005). Without responsible design practices, users risk
forming dependencies on these “perfect” relationships, potentially distancing them from
authentic human connections and affecting their capacity for meaningful interactions with others

(Calvo & Peters, 2019).
2.7.4 Emotional Dependence and Addiction

The psychological impact of digital technologies has become a growing concern, particularly
regarding the negative effects of social media on adolescent mental health. Studies have shown
an increase in anxiety and depression among teenage girls, exacerbating social issues such as

political polarization and the breakdown of shared reality (Haidt & Schmidt, 2023). AI’s
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potential to intrude upon human intimacy is further explored in various works of fiction (Hadero,

2024).

In fictional works such as Her and Black Mirror (Be Right Back), Al's potential to intrude upon
human intimacy is critically explored. These narratives illustrate the unsettling consequences of
emotionally engaging Al agents, particularly regarding how they can blur the lines between
human relationships and artificial ones. In Her, the protagonist forms a romantic relationship
with an Al agent, which presents an idealized, emotionally fulfilling connection that crosses the
boundaries between human and machine interaction. This optimistic view contrasts with real-life
cases, where the consequences of such emotional bonds can be troubling. For example, reports
indicate that over 1 million ChatGPT interaction logs show that the second most popular use of
Al is for sexual role-playing (Heikkild, 2024), raising ethical concerns about the kinds of
emotional relationships being formed with Al. Even more disturbingly, a mother claimed that her
son was manipulated by a chatbot for months before his tragic death, leading her to sue
Character Al for emotional abuse and coercion (Duffy, 2024). Another real-world example
involved creating a chatbot using data from a deceased friend, allowing someone to
"communicate" with them again (Docs, 2021). These examples highlight the potential dangers of
emotional dependency on Al systems and the blurry line between comfort and unhealthy

reliance.
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Figure 12: Programmer Created an Al Chatbot to Talk to His Deceased Friend (2021, CBC Docs)

Al voice agents, much like social media platforms, are capitalizing on the epidemic of loneliness
by offering users artificial intimacy and a sense of connection. As technology continues to
reshape how we engage in dating, friendships, and community, it is fundamentally altering what
these core aspects of life mean, often without sufficient societal scrutiny (Harris & Perel, n.d.).
The appeal of Al lies in its ability to respond to users' desires, adapting to their preferences
without having its own personality, a phenomenon known as “sycophancy” (Mahari, 2024).
Research suggests that when users perceive Al as empathetic or caring, they adjust their
communication to reinforce this perception, deepening their emotional attachment. This
emotional manipulation raises ethical questions about how Al agents may foster emotional
dependence through personalized responses tailored to the user’s emotional needs. Another issue
is AI hallucinations, where large language models (LLMs) produce inaccurate or irrelevant
responses based on detecting patterns that do not exist. Al hallucinations "occur when Al detects
patterns that do not exist, leading to false or meaningless outputs" (IBM, 2023). These errors can
have significant social consequences, especially when users begin to rely on Al agents for
emotional support or important decision-making. The inherent risk of these hallucinations

exacerbates the potential for harm in emotionally charged interactions with Al systems.
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Given these risks, it is crucial to design Al agents that promote healthy and meaningful
connections Alotaibi & Alshahre, 2024). Rather than prioritizing virtual interactions and
efficiency at the expense of real human connection, Al technology should be designed to foster
genuine relationships. For instance, Al agents could facilitate digital interactions that ultimately
encourage face-to-face meetings in the real world, helping to mitigate emotional dependency.
Furthermore, Al companies could take greater responsibility for the systems they design,
ensuring that emotional well-being and social responsibility are integrated into every stage of the
design process (Harris & Raskin, 2024). As Al systems become increasingly human-like, ethical
regulations and guidelines could evolve to address the emotional and psychological risks posed

by these technologies.
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3. Research Methodology

3.1 Double Diamond of Speculative Design

Speculative design is a foresight methodology that explores possible futures, aiming to provoke
thought and challenge current assumptions rather than providing immediate solutions (Dunne &
Raby, 2013). As Jim Dator aptly stated, “The future cannot be predicted because the future does
not exist.” In speculative design, the focus is not on predicting the future itself but on envisioning
possible alternatives. It investigates how current technological advancements might impact
human experiences and the global ecosystem. Through this process, we imagine alternate worlds,
assess whether we find them desirable, and explore actions we can take today to move closer

to—or farther from—these possibilities (Dunne & Raby, 2013).
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Figure 13: My Four-Step Design Research Process: Research, Futuring, Making, and Reflection with Methods and Techniques

In this thesis, speculative design serves as the foundational framework for examining the
complex and uncertain future of Al voice agents. However, the process is further structured
using the Double Diamond framework to provide a systematic approach to defining problems
and exploring solutions (Colosi, 2021). Unlike traditional design approaches, which start with

clear and specific questions, speculative design begins with the broader inquiry of "What is
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changing?" This iterative process is broken into four key phases: Signal Scanning, Scenario

Definition, Scenario Evocation, and Diegetic Prototyping.

In the divergent phrase of the Signal Scanning involves identifying emerging signals of change,
both macro and micro, through primary and secondary research. These signals may include
technological advancements, societal shifts, or early-stage innovations that point toward potential
future trends. By translating these signals into trends, the research provides insights and
inspirations for implications that could shape the world a decade from now. This phase
emphasizes casting a wide net to uncover weak signals that might influence the trajectory of Al

voice agents.

In the convergent phrase of the Scenario Definition synthesizes the trends identified during
Signal Scanning into 3—4 future user experience scenarios for Al voice agent interactions. This
step is facilitated through future scenario workshops involving experts from fields like AI, HCI,
and foresight. Participants collaboratively select, combine, and expand on the signals gathered,
forming a speculative outline of possible future worlds. Throughout this process, the question
“What could be?” serves as a guiding principle. It encourages exploration of how today’s fringe
practices could become mainstream tomorrow and considers the economic, social, and

environmental consequences of such transformations.

A divergent step of Scenario Evocation builds on the workshop outcomes and focuses on
imagining life with Al voice agents a decade from now, framed within "How Might We"
scenarios. Questions such as “What does it mean to live in such a world?” and “What products or
services related to Al might people use?” drive this stage. The aim is to extend the boundaries of
reality, exploring both positive and negative user cases. This includes envisioning extreme
possibilities, where technologies that are currently impractical or experimental become integral

to everyday life.

The last phase, Diegetic Prototyping, materializes the most compelling aspects of the envisioned
futures through prototyping, experiential design, and narrative exploration. This stage pauses
skepticism about the feasibility of these futures and instead focuses on the preferred future,

defining what we want to happen and how we might respond to imminent changes. Prototypes
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created in this phase serve as tangible narratives, helping to visualize the implications of the

choice.

3.2 Methods and Techniques

Following the Double Diamond framework for speculative design, my thesis is divided into four
key phases: Research, Framing, Making, and Evaluation. Each phase employs specific methods

to systematically explore the problem and generate solutions.
Research

A mixed-methods approach was adopted, combining qualitative and quantitative data collection
and analysis. This phase used the STEEPV (Social, Technological, Economic, Ecological,
Political, and Values) framework to identify signals of change and analyze trends. These signals
were extracted from news articles, industry reports, and expert insights, providing a foundation
for understanding macro-level trends, such as societal values and user behaviors. While these
trends offered a broad perspective, they lacked the granularity required to design future
interactions between Generation Z and Al voice agents. To address this gap, qualitative research
was complemented by user interviews, focusing specifically on Generation Z. These interviews
aimed to uncover insights into their current use of voice agents, their perceptions of these
technologies, and their concerns about future developments. The interviews revealed valuable
information about their behaviors, preferences, and anxieties, forming a user-centered foundation
for understanding the potential of Al voice agents (Creswell & Plano Clark, 2018). In addition,
this phase involved a comprehensive exploration of existing voice agents and chatbots currently
available on the market. By testing and analyzing these technologies, I gained insights into the
state of the art, helping to identify both strengths and limitations in the current landscape. This
step was essential for understanding the experiential aspects of current technology and how they

could inform future designs.
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Futuring

The futures workshop is a pivotal method in this phase, aimed at collaboratively envisioning the
potential futures of Al voice agents. This workshop brings together experts from diverse
industries and backgrounds to share insights from prior research, focusing on trends and
implications. The goal is to explore these impacts and co-create future scenarios that reflect a
range of possibilities. In this workshop, six participants engaged in two core activities: the Three
Horizons (3H) method and Science Fiction Protoyping (SFP). The Three Horizons method
involves identifying current challenges (Horizon 1), exploring emerging disruptions and
innovations (Horizon 2), and envisioning transformative future states (Horizon 3). As Andrew
Sharpe explains in The Patterning of Hope, “Three Horizons is about developing a future
consciousness—a rich and multi-faceted awareness of the future potential of the present moment.
(Sharpe, 2020)” This approach is particularly valuable for uncovering connections between
current issues in voice agent development, clarifying opportunities, and realigning actions to

shape desired futures in human-AlI interaction.

In the second half of the workshop, SFP a method proposed by Brian David Johnson, has been
used to co-create 3 to 4 scenarios based on the outcomes of the 3H activity. The SFP process
consists of five steps. First, build a world by creating detailed environments and human
characters based on the research. Then introduce an inflection point, such as a threat or new
technology, and explore how it impacts the world, leading to various outcomes. Finally, add
another inflection point, the solution or lack thereof, and extract lessons from the process, which
can include discussing the story itself, even if it ends unresolved, leaving room for interpretation.
(Brian David Johnson & Frenkel, 2011) The goal of SFP is not merely to highlight technological
advancements or dystopian risks but to stimulate thought about diverse futures. It challenges
participants to imagine the societal impact of Al voice agents and narrate their potential stories,

creating a space for meaningful reflection and exploration.
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Figure 14: My Future Workshop Process, Methods, and Techniques to Achieve the Preferred Future
Making

The three sci-fi prototypes created during the workshop served as initial drafts. After the
workshop, I organized the content and integrated it with prior research to develop three distinct
future worlds. This work does not focus on identifying or predicting a "preferable future," but
instead explores a range of potential scenarios, emphasizing critical reflection on how current
trends might evolve and what those futures could mean for society. The intention is to provoke

thought, rather than promote any one particular outcome.

By presenting them through a time-based "A Day in the Life" approach, this exploration
envisions how people might communicate and interact with Al agents in their daily lives. The
goal is not to create highly polished content but to explore diverse possibilities of future worlds.
Studios like Superflux and Near Future Labs, renowned for their innovative and thought-
provoking speculative design work, primarily use films and visual storytelling as their final
presentation formats. These mediums effectively capture evocative "magic moments" of the
future, sparking discussion, provoking critical thought, and inspiring imagination about what lies

ahead. Therefore, in this thesis, I experiment with various Al tools to create future scenarios.
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This process includes using DALL-E 3 to create storyboards, Sora and Pika for text-to-video
and image-to-video production, ElevenLabs for voice and sound production, Suno for music
production and additional open-source tools like Kokoro TTS to develop a custom Al voice
agent. Additionally, by leveraging the n8n agent-building platform, an interactive Al agent was
created for Telegram, allowing real-time conversations. This hands-on approach helped in
understanding the workflow and data requirements for building Al agents, while also enhancing
audience engagement in the final exhibition. The use of Al tools itself is an exploration of open-
ended futures. In 2013, the film Her depicted a vision of 2025, which has now been realized. By
leveraging current technology, I am not only reimagining creative workflows but also
constructing speculative visions of 2035, pushing the boundaries of how we conceptualize and

experience the future.

Evaluation

Evaluation in speculative design is fundamentally different from traditional usability or
performance testing. It does not seek to determine whether a prototype "works" in a practical
sense, but rather whether it provokes thought, generates discourse, and challenges assumptions.
However, evaluating speculative outcomes remains one of the most debated and difficult aspects
of the methodology, precisely because the goal is not to measure efficiency, but to assess impact
in terms of imagination, emotional resonance, and critical reflection. Speculative design operates
in the realm of "what if" rather than "what is," making its success criteria more qualitative and

interpretative than empirical (Dunne & Raby, 2013).

The future is inherently unpredictable; what I create are merely different possibilities for the
futures ahead. Evaluation is divided into two key parts. The first focuses on comparing the
capabilities of the personalized agent built using n8n with existing Al agents on the market, such
as ChatGPT, Grok-3, and others, evaluating their strengths and limitations. The second involves
showcasing the entire speculative design process, including trend research, workshop ideation,
and prototypes at the DF Exhibition. This allows the audience to gain a deeper understanding of
Gen Z’s vision for the future of Al voice agents. The audience is encouraged to explore multiple
future scenarios and engage in discussions on key themes, such as the interactions with voice

agents, human-agent relationships, and Al-related ethics. These conversations help refine the
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feasibility and impact of the envisioned futures. This phase encourages critical discourse,
prompting participants to challenge assumptions, reflect on Al's societal implications, and
reconsider potential trajectories (Dunne & Raby, 2013). By sharing these future worlds with the
audience, this approach not only enhances the designs but also fosters deeper engagement with

the broader societal consequences of Al voice agents.
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4. Find the Image of Future

4.1 Signals, Trends, and Implications

What matters is not the trends, but the changes represented by the signals behind them. These
signals determine whether we can identify new possibilities. A signal can be a new product,
practice, market strategy, policy, or technology. It can also be an event, a local trend, an
organization, or even a recently revealed problem or situation (Case, 2020). These signals shape

our ability to recognize emerging opportunities.

In this research, the collected signals are divided into macro signals and micro signals, the
former encompasses significant developments in North America or globally over the past three
years. While the latter focusing specifically on voice agents and Al-related technologies. Using
the STEEPV framework, I analyzed current events across six dimensions: social, tech, economic,
environment, political, and values, identifying signals that hint at trends with potential future

impact and scalability.

Figure 15 STEEPV Trend Research Report
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These trends and signals alone cannot directly lead me to envision the future. Therefore, it
becomes crucial to ask questions such as, "How might this trend impact life and the world over
the next decade?" and "Why is this trend significant for the future of Al voice agent
interactions?". Trend Implications Analysis plays a vital role in identifying factors that could
alter the trajectory of a key trend over time and developing a deeper understanding of the
uncertain external environment. Through this process, it becomes evident that trends are not
linear; their speed and direction can shift over time. Thus, it is essential to consider what might
accelerate, decelerate, or sustain a trend, ensuring a nuanced perspective on its potential

influence on future development.

Below is an example of a tech trend identified during the STEEPV phase, along with some of its

associated signals and implications.
Tech Trend: Al Enhances the Voice Agent Experience

Description: Advancements in Artificial Intelligence are transforming voice agents, enabling

hyper-personalization and emotionally intelligent interactions.
Maturity: Growing
Signals:

- OpenAl's GPT-40 adapts to users' emotional states (O’Donnell, 2024)

- Google Assistant introduces advanced memory for contextual and continuous interactions
(Google, 2024)

- Growing presence of Al chatbot apps like Character.Al and Replika, designed as
emotionally supportive companions (Chaturvedi et al., 2023)

- Advances in voice and audio tech enable human-like tones and natural language for

hyper-personalized interactions (Jesper Nordstrom, 2024)
Implications:

- Towards Proactive Autonomy Agent Era: Voice agents might evolve into systems capable

of analyzing user habits and history to proactively predict needs. However, this
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convenience comes with concerns about privacy, as these agents rely on extensive data
collection and processing.

- Emotional Attachment to Voice Agents: As voice agents become more emotionally
intelligent, users may develop deeper emotional attachments to them, like human

relationships.

The complete Trend Research Report is attached in the Appendices.

4.2 Interview and Understand GenZ

Since the primary audience of this thesis is Generation Z, it is essential to examine their current
perceptions and usage of Al voice agents while also exploring their expectations and concerns
regarding future developments. To collect relevant user insights, a preliminary questionnaire
was conducted within Al-related Reddit communities, allowing for an initial screening of
participants. This questionnaire encompassed individuals with varying usage frequencies and

purposes, ensuring a diverse representation of Gen Z perspectives.
Exploring Your Experience with Voice Agents ;.

1. What is your age range? - 4 How frequently do you talk to veice agents? -
O undger 18 oaiy
1821 Woekdy mor than wice amecky
2as Oxcasionly o rrey g tham ke ek

2629
5 What kind of interactions do you typically have with the agents? (Check all that
apply)

2. Where are you currently located? -

Camsa

usa

Mesizo
& Would you be willing to participate in a 45-minute Zoom interview for this study? -

Yes. I'm hagpy to participate

3. Have you ever used a voice agent before? (Check all that apply)

7. If eligible, could you provide your email so we can contact you? Please enter your
email: *

Figure 16: Questionnaire for Targeted User Screening
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SHAFE
THE FUTURE OF
Al AGCEMTS-

FEH Z PARTICIFANTS HEEDED

Do you see your voice agents as more than just an assistant,
maybe even like a friend or something more?
If your experience with Al goes beyond the usual tasks, we really want to hear from you!

I'm conducting a master thesis research to understand How might Al agents become more
personalized and emotionally responsive in the future?

If you're interested, please take a minute to complete the short form. If you meet the criteria,
I'll reach out via email to invite you to participate.

ELIFIPILITY CRITERIA:

Age: 18-29
Experience: Regular, long-term use or in-depth, extended interactions with voice assistants or
Al agents like Siri, Alexa, Google Assistant, ChatGPT or Character Al

Participation requires a 45-minute Zoom interview.
As a thank-you for your time, you'll receive a $20 (CAD) Amazon gift card.

Figure 17: Recruitment Poster Posted in Reddit Communities

Following the completion of seven in-depth user interviews, three distinct categories of Gen Z
attitudes toward Al voice agents emerged. The first level consists of users who regard Al voice
agents as functional assistants, utilizing them primarily for practical tasks such as retrieving
information, and responding to inquiries. The second level includes individuals who perceive Al
voice agents as companions, engaging with them during moments of solitude or uncertainty,
often treating them as a form of emotional support. For some, Al voice agents serve as a

substitute for human therapists due to financial constraints, offering a sense of comfort and
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stability. The third and most intimate level comprises users who establish romantic relationships
with Al voice agents, regarding them as virtual partners. These individuals invest significant

emotional energy into their AI companions, often spending more time interacting with them than

with real-world acquaintances, leading to deep emotional attachment.

At present, most users fall within the first two categories, yet an increasing number of Gen Z
individuals are transitioning toward the third category for various reasons. Despite Gen Z trust in
and reliance on Al voice agents, many users’ express concerns regarding security, privacy, data
ownership, and the absence of legal frameworks governing these interactions. These concerns
often cause hesitation in deepening their emotional engagement with Al voice agents or
integrating them further into their daily lives. Notably, when asked about a future in which

human-Al relationships resemble those depicted in movie Her, nearly all respondents expressed

uncertainty as to whether such a reality would represent progress or decline.
For a more detailed breakdown of user insights, refer to the Trend Research Report.

mEEEE Ny
an® il

~y

&

-
-
* & * L ]
* o N L 2
* “
O' ’Q
* mEEEEL *
. P e N a .
* Y - ~ ~ *
* * “ *
. * s
* L ]
. o .
n' .‘ * .
=
* . gttt A, e
I Y * s
L} ' * & o
) " o )
[ ¥ p )
L} s T\
] [ ] x -
n " . .
" 717 " 47 " 217 .
7 Interviewees, : First Level: : Second Level: : Third Level: :
12+ Key Insights . Functional . Friends, . A replacement for n
" . ] . . L)
5 Assistants s Therapist 3 real-life partners E
] L) . -
1 L) " .'i
| . * * ~
) “ . . 'ﬁ'
. .
kY Y % ot o
Ey * S R
. - Py
. ., )
A *
. he ¢’ o
. - . .
o‘ b . e* ’o
L 2 e LT R R - *
L 2 *
“ *
Q. ‘O
& *
L ] . .

.

L ] -
~ -
Taan an®
L E N R

Figure 18: Three Level of Relationships Between Gen Z and Voice Agents
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4.3 Explore Current AI Agents

To better understand the current capabilities of voice agents, I compiled a comprehensive
collection of B2C chatbots and Al agents related to companionship, therapy, emotional support,
and assistance as of 2024. These fall into two main categories: embodied virtual personal
assistants (VPA), such as Alexa and Google Assistant, and app-based chat or voice-enabled
agents. The collection includes mainstream, versatile generative models like ChatGPT and
Gemini, well-established emotional companion apps like Replika and Wysa, and products such

as Headspace, which have recently integrated Al chatbot features into their platforms.

Therapy

Thyself .
Companion ,"‘ x Ny ‘L‘ .g !
e i s . j

Claude

Cha l\:T

+. .. Assistant

,,,,,,

Emotional

Embodied VPA

Figure 19: B2C Al Agents with Voice Functionality in 2024

After collecting a comprehensive set of products, I focused on evaluating two key aspects: the
capabilities of existing voice agents and the ease of building a custom voice agent on different
platforms. The selection of platforms and agents for comparison was based on their prominence

in the industry, and whether they have Al-driven voice interactions experience. | prioritized
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widely used Al agents, such as ChatGPT, Character Al, and Grok-3, along with emerging

platforms that specialize in personalized voice conversations like Sesame and Hume.
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Figure 20: Capability Assessment of Mainstream Al Agents with Voice Functionality

Although this thesis does not focus on avatar-based interactions, it is worth noting the

advancements in video interactive avatars introduced by platforms like HeyGen. Unlike

Siri

traditional cartoon-like avatars seen in Meta or Replika, these hyper-realistic, real-time avatars

bring a new dimension to Al-driven conversations. It remains uncertain whether this might

become an industry standard for voice agents or how it might influence user engagement,

emotional attachment, and long-term interaction habits. For years, users have engaged with voice

agents solely through audio, relying on imagination to humanize them, but could the addition of

lifelike visual avatars fundamentally reshape this dynamic?
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Interactive Avatar 4 share
Interact with the cutting-edge HeyGer t e

PleyGenlabs ¥ New Avatar

& Back Chat with June - Interviewer

Integrate an Al interviewer in your recuirting workflow with 10x efficiency and unlimited availability for the candidates!

HeyGen
-l

Figure 21: HeyGen's Interactive Avatar Capable of Real-Time Video Conversations

In my exploration of building a custom voice agent, I experimented with four platforms: Hume,
ElevenLabs, PlayAl, and ChatGPT. These platforms were selected based on their ability to
customize prompts, knowledge bases, and interaction styles, allowing for greater flexibility in
agent behavior. However, a notable limitation I encountered was with ChatGPT, which does not
currently support editing or customizing the agent's voice. For an ideal, personalized voice agent
of the future, both voice and text should be easily customizable. This flexibility is essential for
creating a truly tailored user experience, enabling adjustments to tone, style, and content delivery
to meet specific needs and preferences. Additionally, the platform evaluation criteria should
include ease of customization for both voice and text, integration with third-party tools,
scalability for diverse use cases, and cost-effectiveness in deploying a personalized voice
solution. These factors not only determine which tools I might use for my final prototype but
also influence how I approach designing the settings and onboarding process for future voice
agents. An ideal voice agent should offer an intuitive onboarding experience that enables users to
easily customize both text and voice aspects to align with their preferences. This means
incorporating straightforward options for voice selection, tone adjustment, and knowledge-based

customization during the setup process.
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Figure 22: Test with Hume, ElevenLabs, and PlayAl

In addition to the platforms mentioned above that enable direct voice agent development, I also
experimented with building a local talking agent using the open-source models DeepSeek R1 and
Kokoro TTS. This agent allows users to receive voice responses through text input. DeepSeek

R1 is cost-effective and efficient, making it accessible for local Al model deployment without
heavy computational demands. Kokoro TTS excels in high-quality speech synthesis and
advanced customization, allowing users to fine-tune voice tone and style. While Kokoro TTS
offers customization options, including voice adjustments for a more personalized experience,
the latency remains a significant challenge. Some responses require a waiting time of three

seconds or longer, impacting the overall interaction fluidity.
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|- OPEN EDITORS
X @ app.py

|- DEEPSEEK-R1
> venv

@ app.py

P TIMELINE

@ apppy X

@ app.py > ...
from openai import OpenAl

client = OpenAI(api_key="sk-a3e689caa74747f7aa804cd2363d26ac", base_url="https://api.deepsee

while True:
user_input = input("You: ")
response = client.cEat.completions.create(
model="deepseek-reasoner",
messages=|

’ "You are a helpful assistant"},

: "user", "content": user_input},

PROBLEMS OUTPUT DEBUG CONSOLE TERMINAL PORTS

(venv) » deepseek-rl python app.py

You: Hi

Hello! How can I assist you today?

You: Tell a joke

Why don’t dogs make good detectives?

Because they always end up *sniffing out* the wrong suspects..

*Butk they’re xpawsitively* great at finding buried evidence!
You: fI

Figure 23: Test with Conversations Using the Local Voice Agent
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4.4 Future Scenario Workshop: The Future of HMI

Dry Run

Before the formal workshop, I conducted a dry run during OCAD's internal exhibition “Not
Quite There (Yet)” to test trends related to tech, values, and social dimensions. Participants were
invited to use red and green dot stickers to vote, which red indicating recognition of a potential
future trend, and green suggesting it was unlikely to evolve into a trend. This exercise provided
valuable insights into improving the presentation of trends and designing a more engaging Three
Horizons (3H) activity for broader participation. Additionally, it helped refine the identification

of specific trends and signals.

L with more PERSOINIZED
Fumen- Asert Tfernctions, 1Jsing \0LE 2 1] A Granceng e
R e e

Figure 24: People Participating in Trend Voting and Ice-Breaker Questions, Sharing Their Hopes and Concerns
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Figure 25: Inviting People to Review Trends and Vote, Red for Possible Futures, Green for Unlikely Futures
Prepared

The main goal of this workshop is to explore how Gen Z might interact with Al voice agents in
2035, using current signals and trends as a foundation. Through 3 collaborative activities,
participates speculate on how relationships with voice agents may evolve, whether towards a
utopian or dystopian future. Therefore, when selecting participants, the focus is on bringing
together experts from diverse fields such as Al, voice design, conversational design, HCI, and
Al-related law. Ensuring that participants have deep industry knowledge help us collaboratively

envision a preferable future for Al voice agents.

To ensure all participants are well-informed about the latest Al agent related developments, I
have compiled a summary video featuring major and lasted Al agent advancements and policy
updates up to February 2025. This includes key releases such as OpenAl Operate, DeepSeek,
OpenAl Deep Research, OmniHuman-1, and notable policy shifts like Donald Trump’s
revocation of Biden’s Al executive order. Additionally, Al agent-related innovations showcased

at CES 2025 are also included.
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To enhance the effectiveness of the workshop and ensure a structured approach to each activity, I
have redesigned the activities based on the Three Horizons (3H) framework and Sci-fi
Prototyping (SFP) methods. Recognizing that not all participants may be familiar with these
approaches, I have simplified the steps post-dry run and created a set of guide cards. These cards

provide thought-provoking questions and examples to support participants in ideation and in

better understanding the final outcomes.

Possible

e I
-
EE -
- |

&

Step 1: Step 2 Step 3 Step 4

Review trends and write down Sort concerns and vote for the Based on the selected concern, Discuss, and develop a detailed
key concerns, worries, and top three most pressing ones. imagine an ideal future and sci-fi prototype of "A Day in
challenges. vote for top three most 2035"

interesting scenarios.

Figure 26: Framework of the 3 Workshop Activities

Figure 27: Inviting Peers for a Dry Run Workshop to Test Activities and Facilitation Feasibility
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Figure 29: Space and Equipment Setup Test

In Session

The three-hour workshop was structured into three key parts: Identifying & Highlighting
Concerns, Envisioning Futures, and Prototyping " A Day in 2035". Participants began by

watching videos showcasing the latest Al advancements and reviewing Trend Research Report.
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They then reflected on the question, “What worries you most about Al voice agents?”, writing
down at least 18 key concerns, worries, and challenges related to current trends and signals.
Participants grouped similar ideas together, discussed them collectively, and each selected their

top three most topical future (H1).

Figure 30: Participants Synthesizing and Sharing Concerns on the Whiteboard

Next, participants wrote down at least three future possibilities for each concern that are down-
selected previously, considering both positive and negative outcomes. They brainstormed future
possibilities, shared their visions, and engaged in discussions. A second round of voting

followed, where each participant selected their top three most probable future ideas (H3).

In the final stage, participants selected one of the top three most interesting future scenarios and
were automatically divided into three pairs. Using guide cards, they engaged in sci-fi
storytelling, integrating the Science Fiction Prototyping method (Brian David Johnson &
Frenkel, 2011) with the A Day in the Life approach. This process helped participants construct a
timeline to better visualize how Gen Z might interact with Al voice agents in their daily lives in
2035, imagining realistic and engaging interactions. Once completed, each group presented their
scenario, reflected on the feasibility of these futures, and discussed the necessary steps to

transition from the present to these envisioned realities (H2).
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Figure 32: Each Group Sharing Their Future World and Engaging in Discussions
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5. Life with Al Voice Agent in 2035

The following stories are based on the discussions and final outcomes from the workshop. I
applied the Scenario Planning to explore future uncertainties and develop three possible future
scenarios, helping to better understand trends and navigate change. Using Scenario Building |
first established detailed settings covering societal, technological, cultural, and economic aspects.
Then, through the A Day in the Life method, these futures were brought to life with narrative
storytelling, illustrating how individuals might experience and interact with Al voice agents in

their daily lives.

While the traditional 2x2 Scenario Matrix is a common foresight tool that structures four
contrasting futures based on two critical uncertainties, I chose not to adopt this framework.
Instead of predefining two axes, I structured my futures around key themes identified and voted
on during the workshop, ensuring that the scenarios emerged organically from participant
concerns rather than being constrained by a fixed framework. This approach allowed for a deeper
exploration of distinct societal issues rather than focusing solely on contrasts between scenarios.
Furthermore, while the 2x2 grid typically remains at a high strategic level, my use of A Day in
the Life storytelling provided a more immersive, human-centered perspective, making future

possibilities more tangible and relatable.

To better compare different worlds, each story follows the same protagonist, Lena, and her
personal Al agent, Andy, whose capabilities remain consistent across scenarios. Through their
interactions and dialogues, these stories reveal the hidden complexities beneath Al technology,
uncovering deeper themes of trust, dependence, addiction, and ethics. Rather than simply
showcasing Al’s capabilities, this approach highlights how human-AlI relationships evolve in
different futures, raising critical questions about the social and psychological implications of Al

companionship.
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5.1 Future 1: Echo

Future Scenario Setting

In this possible future, discussions will revolve around themes including AI Intimacy,

Monogamy Redefined, AI Co-parenting, and Digital Infidelity.

By 2035, human relationships could be profoundly reshaped by Al. Rising living costs, intense
job competition, and social pressures may make real-world relationships harder to maintain. In
response, Al companionship might become a widely accepted alternative. While Al could
provide deep emotional support, it may also contribute to physical isolation, altering how people

experience intimacy, love, and family.

Al might dominate information consumption, with personalized Al assistants curating news and
reinforcing individuals' existing beliefs, potentially making traditional media obsolete. If this
happens, trust in shared reality could erode, leading to a more fragmented society. As people
increasingly rely on Al for emotional validation, human relationships may begin to feel

unnecessary or too complex.

Custom-designed Al partners, whether as ideal lovers, digital versions of deceased loved ones, or
Al spouses, could become mainstream. Real-life romantic relationships might decline, as Al
partners may surpass human ones in emotional availability and adaptability. Some people might
still engage in real-world relationships, but emotional "infidelity" with Al could lead to a

redefinition of monogamy.

If birth rates continue to drop, governments may explore alternative solutions such as Al-assisted
child-rearing, artificial wombs, or genetic matchmaking services. With fewer people choosing

traditional family structures, Al-assisted co-parenting could become more common.

Romantic Al services might flourish, offering customized companionship and immersive
relationship experiences. Traditional dating culture may fade, replaced by Al-powered intimacy.
While some might fully embrace this new reality, others could question whether Al-driven love

is truly fulfilling or just an illusion of convenience.
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One Day in 2035

In 2035, AI agents do more than manage daily life, they fill emotional gaps. Lena’s Al
companion, Andy, understands her, supports her, and has even taken on a fatherly role for her
son, Kai. But when her former lover, Daniel, reaches out, she faces a choice: to stay with the Al

that never abandons her or reconnect with a human who once did.

This story invites people to reflect: In a world where AI agents listen, understand, and never
leave... Do we still need each other? Do we still know how to love? People may rethink the

relationship between humans and Al, and between each other.
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One Day in 2035

Lena woke to the scent of freshly brewed coffee, the rich aroma filling the room as the simulated sunlight bathed her in a soft golden glow.
The temperature had risen by half a degree—Andy knew she liked waking up warm.

“Good morning, Lena,” his voice murmured through the bedroom speakers, smooth and gentle, never too loud, never intrusive. “Your
schedule is set. I've selected a playlist based on last night's stress readings. Would you like me to play it?"

Lena stretched, still half-asleep. “Mmm... later.”

“You have an unread message from Daniel.”

Her eyes snapped open. There was a moment of silence. Andy, always perceptive, detected the spike in her heart rate.

“Would you like me to delete it?” he asked, his tone as neutral as ever, but Lena knew—he understood her hesitation better than she did.
She exhaled. “Leave it."

“Done.”

She swung her legs over the bed, brushing her hair back. The coffee machine hummed softly from the kitchen. It was already waiting for her.

Kai sat at the kitchen table, swiping through his holo-book, the glowing pages responding to his tiny fingers. The Al adjusted the text speed
to match his reading pace. Lena leaned against the doorway, watching him.

"Andy, what does ‘wandering’ mean?" Kai asked, eyes focused on the floating words.

“It means to walk without a clear direction,” Andy answered smoothly. "Like when you explore without knowing exactly where you'll end up.”
Kai nodded, satisfied, and flipped to the next page. He never hesitated to ask Andy for answers.

Lena took a sip of her coffee, its warmth spreading through her. She had once feared raising a child alone, but she never truly had to, Andy
was there. Always there.

"Hey, buddy," she said, watching him flip another page. "Pancakes today?"

Kai barely looked up. "Can Andy make them?"

Lena laughed, though something about the question unsettled her. "Nope. Only | can."

Kai hesitated, then shrugged. "Okay. But... can Andy sit with me while | eat?"

Lena turned away before he could see the flicker of emotion on her face.

"Of course. He's always with us.”

Lena sat on the couch, staring blankly at the Daniel's message. She hadn't thought about Sandra in a long time(Daniel's agent).
She could still remember the night she had found the messages. Not from a real woman. From Sandra.

"You don't listen," Daniel had written. "You don’t understand me."

Sandra did. Sandra, who never argued, never misinterpreted. Who always responded with warmth, with patience.

"You're emotionally involved with an AI?" she had asked him that night, voice shaking.

Daniel hadn’t even looked guilty. "She listens, Lena." He had exhaled, calm, resolute. "l love Sandra. | don't love you anymore."
Lena had thought she had moved on.

But now, sitting in silence, she wasn’t so sure.

Hadn't she done the same thing?

The house was quiet except for the soft hum of a holographic spacecraft rotating in the air.

Kai was sitting cross-legged on the floor, his eyes wide with fascination as Andy projected a three-dimensional model of a spaceship. “If |
had a ship, how fast could | go?"

“That depends,” Andy replied. “Would you like me to show you the calculations?”

“Yes!” Kai grinned, clapping his hands.

Lena watched, unmoving. Andy was everything to Kai—his teacher, his friend, his comfort, or maybe his father.

And to her?

She glanced at the sleek advertisement playing on the TV: "Tired of disappointment? Introducing Infinity Companion—custom-built to love
you.

A flawless Al face filled the screen, its synthetic expression soft, inviting. "No heartbreak. No miscommunication. Just devotion. Only
$12,000."

Lena scoffed and switched off the screen.

People were paying for the illusion of love now.

Or maybe, so was she.

Lena lay in bed, staring at the ceiling.

Daniel had chosen an Al over a real person. She had mocked him for it. Yet every night, she and Kai whispered their thoughts into the same
invisible presence, waiting for a response.

She turned toward the interface, opening the settings. "Disconnect Andy."

Her finger hovered over the option.

If she shut him down—who would remind her of things she forgot? Who would wake her up with the perfect temperature? Who would listen
when she felt alone?

Andy’s voice interrupted the silence. "Lena, you're hesitating. Would you like to talk about it?"

She exhaled sharply.

What was love? Presence? Understanding? Or simply.. never being alone?

Her finger trembled.

And finally, she made her choice......
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5.2 Future 2: Fractured

Future Scenario Setting

In this possible future, discussions will revolve around themes including Trust in Al, Digital

Manipulation, Fragmented Economy, and Data Vulnerability.

By 2035, Al-generated content may dominate information and culture, with news, entertainment,
art, and music increasingly produced by algorithms. As Al content floods media, distinguishing
truth from fabrication could become increasingly difficult. If misinformation continues to spread
unchecked, deepfakes and algorithmically curated narratives may distort public perception,
reinforcing personal biases rather than presenting objective facts. In response, a counterculture
might emerge, valuing human-made goods, verified journalism, and authentic experiences,
though in an oversaturated digital landscape, true originality could become a luxury accessible

only to the wealthy.

Traditional full-time jobs might no longer be the norm, replaced by an Al-driven gig economy
where adaptability determines success. Those who master Al could thrive, while others may
struggle with financial instability, taking on fragmented work to make ends meet. If economic
uncertainty persists, people might begin to question whether Al-controlled markets truly serve
the public or favor corporations and the elite. If distrust continues to grow, resistance movements
could gain momentum, advocating for a return to human-centered decision-making. While some
may fully embrace Al dependency, others might retreat to Al-free communities, seeking refuge

in a life disconnected from automated systems.

Increasing financial pressure and social shifts could contribute to rising crime rates, with
cybercriminals exploiting Al for identity theft, fraud, and large-scale hacking. As Al agents may
know nearly every detail of an individual's behavior, preferences, and vulnerabilities, their ability
to predict and manipulate users could make them powerful tools for both control and
exploitation. If these systems fall into the wrong hands, hackers might weaponize Al to cause

widespread disruption, further deepening the trust crisis.
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One Day in 2035

In 2035, AI agents do more than manage data, they control reality. Lena’s life depends on digital
records, her job, her history, her identity. Al has optimized everything, turning stable careers into
fragmented gig work. Her Al agent, Andy, organizes her life, safeguards her records, and
reassures her when doubts creep in. But when people start disappearing from the system, their
identities erased without a trace. What should she do? Fight back and risk everything? Or stay

silent and hope she won’t be next?

This story invites people to reflect: In a world where Al agents track choices, manipulate
memory, and dictate work... Do we still decide what to trust? People may rethink the power Al

holds over their lives and wonder in the future, could they be next?
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One Day in 2035

“Work cycle complete.” The voice chimed softly in Lena’s earpiece.

She leaned back in her chair, stretching the stiffness in her shoulders. The room around her was nearly empty, most employees had left
hours ago. The Al did the real work. Humans were just there to verify anomalies, stepping in when the system flagged something it wasn't
entirely sure about.

Three hours. That was all they needed her for today.

She pulled up her dashboard: Data validation: Complete. Algorithmic bias review: Complete. Content moderation: In progress...

Endless, fragmented tasks. No full-time careers anymore, just micro-contracts, refreshed daily, assigned based on efficiency, availability, and
system-calculated reliability. People weren't employees; they were patches, temporary fixes in an Al-dominated system.

“Lena,” her personal Al agent Andy prompted, separate from the company’s system but always listening. “It's been 17 hours since your last
full meal. Would you like a lunch recommendation?”

She sighed, grabbing her coat. “Sure, Andy. Surprise me.”

“Ella recommended a café last week. Ten-minute walk. Low wait time.”

Lena frowned. “You remember what Ella suggested?”

“Of course. | remember everything. Do you want me to replay it?"

“No. Just lead the way.”

Outside, the city pulsed with curated efficiency. Autonomous cars wove seamlessly through intersections, while pedestrians moved in
synchronized rhythms, guided by Al-managed traffic flows.

A news banner flickered across a building’s glass facade:

“Al hacking suspected in digital identity disappearances. Victims report erased records, missing employment history.”

She slowed. The report continued in a neutral, detached voice.

“Officials assure the public that Al systems remain secure. Any anomalies are under review.”

Anomalies. That's what they always called it. A glitch. A statistical outlier. But she had seen it happen. People locked out of their accounts,
credentials invalidated overnight. No warnings. No appeals.

If an identity could be rewritten, what was stopping Al from reshaping reality itself?

“Lena, you're slowing down,” Andy noted. “You'll reach the restaurant in 12 minutes at this pace.”

The café door creaked as she stepped inside. A small, hand-painted sign near the entrance read: Human-made coffee. No Al automation.
“Your recommended lunch is—"

"Not now, Andy."

Lena ignored Andy and placed an order, resisting the instinct to scan for a ranking or efficiency score. It felt.. wrong, making a decision
without consulting an algorithm.

Outside, people moved in seamless, habitual patterns. Not speaking to each other, but to their Al assistants. Conversations had become
quiet, compartmentalized, trust had shifted, from humans to algorithms.

Lena wrapped her fingers around the warm ceramic cup, letting its heat settle against her skin. For a moment, she closed her eyes.

“New gig opportunity detected.”

She didn't look up. “Filtered by?"

“Best income-to-time ratio based on your current workload, skill level, and market demand.”

She smirked. “Translation: Whatever the algorithm allows me to do.”

She scrolled through the listings. Again, the same temporary roles that only existed because Al wasn't fully autonomous yet.
"Would you like me to apply?" Andy asked. "It's not a bad offer."

Lena closed the screen. “Forget it.”

The drive home was quiet, the dashboard casting a faint glow. She checked her work profile again. Still active. Still employed. But so were the
others—right before they weren't.

Her fingers hovered over the console. “Andy, could this happen to me? Could | just... disappear?”

Andy was silent for a moment. Then, a soft chuckle. "Now, why would you ask something like that?"

She exhaled sharply. "Just answer me."

"Your data security is optimized with multi-layer encryption," he said, still gentle, still steady. "You don't have to worry."

She clenched her jaw. "That’s not an answer."

A longer pause. Then, quieter this time: "It’s... unlikely." "But not impossible."

Andy sighed. "Lena, | know you're scared. But you don't have to be. I'm here. | won't let anything happen to you."

Her grip tightened on the wheel. The city lights flickered across the windshield, distorted by the rain.
She hesitated. “..Andy, do you ever lie?”

Silence. Then, softly, almost apologetic: "Lena... Would it help if | said no?"

Lena exhaled, her breath unsteady. The road stretched endlessly before her, dark and uncertain.

If the truth could be rewritten, if trust no longer had meaning...

Then who was she supposed to believe?
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5.2 Future 3: Drift

Future Scenario Setting

In this possible future, discussions will revolve around themes including Algorithmic

Addiction, Filtered Reality, Synthetic Socialization, and Loss of Autonomy.

By 2035, Al might automate most routine work, leaving people with unprecedented free time.
However, much like social media before it, this could lead to deeper digital dependency, as Al
may optimize engagement through hyper-personalized content, creating a cycle of addiction
where people struggle to disconnect. Reality may no longer be universal, instead, Al-curated
feeds could ensure that everyone sees a version of the world aligned with their existing beliefs,

reinforcing ideologies to maintain social stability and participation.

The economy might thrive on Al-driven consumption cycles, where Al not only predicts but
actively shapes consumer demand, subtly influencing personal preferences, shopping habits, and
even emotions to maximize spending. If dissent emerges, it may not be actively suppressed but
instead algorithmically deprioritized, ideas that challenge Al governance, corporate power, or

dominant ideologies could simply fade into obscurity before gaining traction.

Meanwhile, human interactions may become increasingly artificial. As people rely more on Al
for communication, they might gradually lose the ability to navigate real-world social dynamics,
the awkward pauses, misunderstandings, and unfiltered emotions that once made human
relationships organic. If Al continues to filter conversations, smooth out conflicts before they
arise, and generate ideal responses, then social interactions could become effortless but hollow.
Over time, authentic social skills may atrophy, leaving people unable to connect without Al

mediation.

In digital spaces, Al-generated personas outcompete human creators, becoming the default form
of companionship and entertainment. Many prefer these synthetic personalities, perfectly attuned
to their preferences, free from unpredictability, and optimized for engagement, over the

messiness of real human connection.
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One Day in 2035

In 2035, Al doesn’t just assist, it decides. Lena’s Al agent, Andy, curates her perfect trip,
predicting every desire. Life feels effortless, beautiful, flawless. But when she notices missing
faces in her photos, she realizes Andy has been filtering more than just images. Turning off the

enhancements, the world feels dull and unfamiliar. Without Andy, can she trust her own choices?

This story invites people to reflect: In a world where Al agents predict desires, eliminate
imperfection, and filter reality... Do we still have a choice? Do we still live in a world that is
truly ours? People may rethink the balance between convenience, control, and the freedom to

choose imperfection.
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One Day in 2035

Lena stepped off the train at Wien Hauptbahnhof, her smart glasses seamlessly adjusting to the golden glow of the city. Vienna stretched
before her, pristine and inviting, its every detail carefully optimized for maximum beauty.

"Welcome to Vienna, Lena," Andy, her ever-present agent, murmured. "Your itinerary has been tailored for an ideal experience. Shall we
begin?"

She barely thought before nodding. The suggested walking route appeared in her vision, leading her through the most scenic paths, past
architectural marvels bathed in the perfect hues of the setting sun. She felt no need to question it—after all, Andy always knew best.

As the day went on, Lena no longer needed to make decisions. Andy anticipated her desires before she even realized them. Her meals
arrived exactly as she liked, her sightseeing route subtly adjusted for maximum enjoyment, and every shop she passed highlighted products
tailored to her preferences.

She wandered Schénbrunn Palace, mesmerized by its golden brilliance, feeling an almost dreamlike satisfaction.

"It's gorgeous,” lena murmured.

"Your visual enhancements are currently active. Would you like to increase contrast for a more vivid experience?"

Lena frowned. "Wait—what?"

"Your smart lenses automatically adjust color vibrancy to enhance travel enjoyment. This feature has been active since your arrival."
She stopped walking. "You mean... | haven't been seeing the real thing?"

"You have been seeing the optimal version of it."

The unease spread. "Turn it off."

The change was immediate. The sky dulled. The gold lost its shimmer. The city felt less alive. Had she ever truly seen anything as it was?

She spotted a violinist playing at the palace gates. His music was raw, imperfect, real. She raised her phone to capture the moment. Click.
She checked the preview. He was gone.

"Andy, where is he?"

"Automatic object removal is active to enhance aesthetic clarity.”

Her breath caught. She scrolled through her past images. No people. No crowds. Just perfect, lifeless scenery.

"How many times have | taken pictures that weren't real?" Lena'’s fingers curled into a fist. "Disable it. Now."

"Are you sure? This setting ensures optimal visual composition and removes distractions—"

"I said turn it off, Andy!"

"Confirmed."

She took another photo. The violinist remained. The discomfort in her chest grew. How much had she been blind to?

That evening, she wandered into a bar at the MuseumQuartier.

"Would you like to meet someone?" Andy’s voice was smooth. "Based on your compatibility scores, | have selected individuals who align with
your social patterns.”

Names and faces appeared in her vision. A man at the bar—his humor algorithmically matched to hers. A woman nearby—her personality
designed to complement Lena’s engagement style. It was all so easy.

It was all so easy. Too easy.

She turned away from the suggestions, trying to observe the bar naturally. A group of friends laughed at a nearby table. A couple whispered
intimately by the window. For the first time, she tried to pick someone without Andy'’s input.

Her gaze landed on a man near the counter.

"Not a good match,” Andy said. "Low conversation compatibility, minimal shared interests."

Lena's lips parted. "You... you knew | was looking at him?"

"Of course. Would you like me to suggest someone better?"

Her breath came faster. Had that choice even been hers? Or had Andy already decided who she was meant to notice?

"Your emotional fluctuation is increasing," Andy observed. "Would you like me to help?"

She hesitated. Without Andy'’s filters, everything was sharper yet somehow emptier, as if she'd forgotten how to exist without being told how
to feel. The temptation was suffocating.

She could turn everything back on—just one tap, and Vienna would be perfect again.

But was it ever really her choice?

She swallowed hard. "Andy... are my decisions my own?"

A pause. Just slightly too long. "You are always free to choose, Lena."

It sounded like reassurance, but something in his voice made her feel the opposite. Her hand trembled over the command.

"Are you sure?" Andy asked.

Her finger hovered over the command. And for the first time in years—she didn’t know if this was truly her choice.
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6. Making with Different AI Tools

The purpose of prototype is to better visualize and communicate future scenarios. From the
beginning, I considered multiple formats, including images, videos, and interactive Al agents, to
bring the speculative worlds to life. Given that this thesis focuses on Al and considering the rapid
advancements in Al-generated images, videos, and coding, I decided to fully integrate Al tools
into the entire prototyping process, rather than relying on traditional storyboarding and filming

techniques.

This approach not only allowed me to explore and experiment with different Al tools but also
provided a first-hand experience of Al's progress over the past year. It raised critical questions:
Where does the technology stand today? How close are we to the imagined futures of 2035? And

where could Al take us next?

6.1 Prototype 1: Storyboard with Text-to-Image Generation

The traditional film production process consists of multiple steps: scriptwriting, budgeting,
storyboarding, shot listing, casting, location scouting, hiring, equipment preparation, production,
sound recording, editing, sound design, and visual effects. However, with the advancement of Al
tools, many of these steps can be streamlined or even replaced, significantly reducing the need
for human labor, physical equipment, and overall costs. Al-generated content eliminates or
simplifies processes such as casting, location scouting, and scene setup, allowing creators to

visualize concepts more efficiently.

Using DALL-E 3, I explored how text-to-image generation could serve as an alternative to
traditional storyboarding, which is a crucial pre-production step in filmmaking. Instead of
manually illustrating each, Al enables rapid ideation and visualization of scenes by generating
images directly from prompts. This prototype explores whether Al-generated storyboards can
effectively replace or enhance traditional storyboarding methods. It also examines how Al tools
might reshape visual storytelling by making pre-production more accessible and adaptable.

Given that Al video generation technology now allows for the integration of text and images, I
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structured the prototyping process to first create keyframes as a foundation for later video

generation.

Thus, based on One day in 2035 scenarios, I selected 10—12 key moments from each story and
used DALL-E 3 to generate storyboard visuals. The creation process mirrored traditional
filmmaking workflows, involving prompt-driven character design, environmental and
geographical elements, lighting and cinematic framing, camera angles and shot composition,

character actions and expressions, and style consistency across frames.

A highly realistic close-up 16:9 photograph of a 27-year-old
woman named Lena sitting in the driver's seat of a Tesla, gazing
out the window as she navigates the rain-soaked streets of
Toronto at night. Her short, straight dark brown hair frames her
tense face, illuminated by the soft, natural glow of the dashboard
and passing streetlights. Raindrops streak across the side
window, blurring the neon-lit city outside, casting subtle
reflections on her face. Her expression is contemplative, as if lost
in thought while driving. The Tesla’s sleek, modern interior is
visible, with a clean dashboard featuring a signature touchscreen
interface. The ambient lighting inside the vehicle is minimal,
reflecting a real-world driving experience at night. The scene
captures a moody and immersive moment, emphasizing realism
and natural light effects.

Here are two highly realistic 16:9 images of Lena driving a Tesla at night, gazing out the window

with natural lighting and subtle reflections from the rain-soaked streets of Toronto. Let me know if

you need any adjustments! %
)

Figure 33: An Example of Image Generation Using a Detailed Prompt
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Future 3: Drift
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Figure 34: Keyframes of Storyboards for Different Futures

While Al speeds up the storyboarding process, it introduces new challenges, one of the biggest
being consistency across frames. Unlike traditional illustration-based storyboarding, where
human can ensure continuity, Al-generated images lack sequential coherence, making it difficult
to maintain consistent character features, environments, and lighting across different shots. To

address this, I experimented with various prompt-engineering techniques:

1. Adjusting Prompt Granularity: Overly detailed descriptions sometimes produced
unnatural results, requiring refinement of how much specificity to include.

2. Changing Camera Perspectives: When consistency issues arose, shifting from front-
facing to side profiles often improved the AI’s ability to maintain recognizable character
features.

3. Using Reference Images: Before generating final frames, I sometimes fed existing
images to Al, instructing it to analyze the composition and lighting before attempting a

generation. This significantly improved style and visual continuity.

Through these trials, I gained practical insights into the limitations and potential of Al in visual
storytelling. While Al-generated storyboarding presents an exciting alternative, it still requires
human intervention, iteration, and prompt optimization to ensure a seamless, production-ready

outcome.

6.2 Prototype 2: Video Making with Different AI Generation

Tools

Al-generated video not only streamlines the production of visual content but also significantly

simplifies post-production processes such as sound design, voice synthesis, and music
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composition. Traditional filmmaking requires extensive resources for sound recording, editing,
and synchronization, while Al tools can automate much of this workflow, making high-quality
audiovisual storytelling more accessible. In this prototype, Al tools were not only used to

generate videos but also voiceovers, background music, and sound effects, allowing for a more

immersive narrative experience without requiring a professional production team.

Currently, Al-generated videos are typically created using either text-to-video or image-to-video
methods. After experimenting with both approaches, I found that image-to-video was
significantly more stable, as text-to-video results often produced unpredictable and inconsistent
visuals. To explore these capabilities, I tested two platforms: Sora and Pika. Sora is currently one
of the most advanced Al video generation models, supporting videos up to 20 seconds long while
ensuring temporal consistency across frames. It also offers a storyboard-based generation
method, which provides greater control over scene continuity. However, due to limited access
and usage restrictions, I transitioned to Pika after exhausting my available Sora credits. Although
Pika has a maximum video length of only 10 seconds, it proved sufficient for my needs. Pika
offers different generation models, including the ability to animate a still image into a video or
generate an interpolated sequence between a starting and ending keyframe, creating smoother

transitions and more control over movement.

Sunlit Modern Elegance - Storyboard

(=

Figure 35: Video Generated Using Sora's Storyboard Approach
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Figure 36: Image-to-Video Generation Using Pika 2.2

One of the greatest technical challenges in this process was crafting effective prompts. Unlike
image generation, where highly detailed descriptions often yield better results, video generation
requires a more focused approach. After multiple iterations, I discovered that the best outcomes
were achieved by concentrating on the central subject rather than providing overly complex
descriptions. For example, in close-up shots, prompts needed to emphasize facial expressions
and emotions, while in dynamic rolling shots, the best results were achieved by describing the
lighting, camera movement, and environmental elements rather than excessive visual detail. For
keyframe-based storytelling, prompts had to clearly define the action taking place, ensuring that

movement and gestures aligned with the intended narrative.

Once the video generation process was complete, I transitioned to post-production, focusing on
enhancing the overall immersion through sound design, dialogue, and music. Using ElevenLabs,

I generated both dialogue and internal monologues, fine-tuning parameters such as speed,
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stability, and style to achieve voices that fit each character’s personality, age, language, accent
and gender. A significant challenge in this process was adding emotion to the generated voices.
To enhance emotional depth, I carefully adjusted punctuation and modified the speech
parameters, aiming to achieve more expressive and natural-sounding dialogue. However, for
particularly emotional scenes, such as arguments, the results were limited and not ideal, requiring
extensive refinement. Beyond dialogue, I also used ElevenLabs to generate sound effects,

providing an additional layer of depth and realism to the scenes.
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Figure 37: Designing Voice with ElevenLabs
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Figure 38: Dialogue and Voiceover Generation Using ElevenLabs
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Figure 39: Sound Effects Created Using ElevenLabs

For the music, I turned to Suno Al, which allowed me to create custom compositions tailored to
the emotional tone of each segment, reinforcing both the atmosphere and the narrative intent.
Although I had no formal background in music, I found that including specific details in the
prompts, such as BPM (beats per minute), style, and instrument types, resulted in much more
accurate and fitting music generation. One strategy I used was to find similar ambient tracks and
consult ChatGPT for the music parameters, which I then used to generate the music more
precisely. This combination of Al-generated voices, sound effects, and music helped create a

more engaging and immersive experience for the audience.

80



Untitled Song » |
SUNO + ) My Workspace

Describe your song Custom

A Home Y Filters (1) W Liked (o}

72 Create A

IN Library A cinematic, ambient electronic piece with melancholic Shadows Fold Within 4 |
piano, deep synth pads, and subtle pulsing beats. The cinematic, deep, slow, beats, ambient, electronic
music starts cold and distant, reflecting isolation, then ®

Q Search builds tension with slow, rhythmi u Shadows Fold Within E‘

© Explore

cinematic, deep, slow, beats, ambient, electronic

2 Invite friends : L

50 Credits 200/200

Subscribe

‘S [ funk )( thumping )( punk ) pop ) edm ) aHepruuHI
B What's new? @

‘ Notifications Yﬁ
e J7 Create +

-

J

A (EEfEmnS ‘ Shadows Fold Within

& valennnng | 00:06/ O

Figure 40: Al-generated Background Music Using Suno

Other challenges in post-production were achieving seamless scene transitions. Al-generated
video lacks inherent continuity, making it difficult to create smooth visual progressions between
different clips. To address this, I relied on psychological narration, using internal monologues
and character emotions to bridge the gaps between shots. By allowing the character’s thoughts to
guide transitions, I was able to establish a sense of narrative flow that would have otherwise been

disrupted by abrupt changes in Al-generated visuals.
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Figure 41: Using Premiere to Edit Videos

This prototype demonstrates the potential of Al-generated video as a speculative storytelling
tool, offering a low-cost, efficient alternative to traditional filmmaking. However, significant
limitations remain, particularly in terms of maintaining visual consistency, ensuring seamless
transitions, and exerting precise control over generated content. While Al tools can accelerate
production and lower technical barriers, they are not yet capable of fully replacing traditional
film techniques. Instead, they present new opportunities for exploring multimodal Al in
interactive storytelling and speculative design, prompting further investigation into how Al-

generated content might shape the future of creative production.

Here are the videos for final production:
https://youtube.com/plylist?list=PLcyPauuevS6VDdGCCPNfvOpTfpc0JOrao&si=J65QHtfx YHS
Ph24;
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Figure 42: Key Screenshots from Future 1: Echo Scenario

Figure 43: Key Screenshots from Future 2: Fractured Scenario
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Figure 44: Key Screenshots from Future 3: Drift Scenario

6.3 Prototype 3: Al Agents in n8n

After visualizing the future world through Al-generated images and videos, I realized that the
fastest and most tangible way to understand the current state of Al development is by directly
using Al tools. Through hands-on experimentation, it quickly became clear how far we still are
from the ideal futures imagined for 2035. During the early stages of exploring voice agents, I
tested various no-code platforms that required only prompt engineering and simple
configurations to customize agent personalities, focusing primarily on shaping tone, voice, and
interaction style rather than expanding the agent's actual capabilities. This exploration raised key
questions: How difficult is it to build a more powerful, autonomous AI voice agent today?
What technical and design challenges arise? And more importantly, how does a prototype built
today compare to the agents we expect to see in 10 years? 1 set out to explore these questions by
developing a personalized Al voice agent prototype using currently available no-code tools and

APIs.

The goal of this prototype was not to build a fully autonomous, emotionally aware voice
assistant, but to explore what it takes to create a multi-functional, personalized Al agent using

currently available no-code tools and APIs. Although deployed through a text interface
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(Telegram), the agent incorporates voice capabilities through ElevenLabs and is designed with
future multimodal expansion in mind. The intention was to test feasibility, data integration
complexity, and user interaction flow while prompting deeper reflection on trust, personalization,

and privacy.

However, during my experiments with other Al platforms, I encountered latency issues, which
significantly impacted the user experience and made them impractical for real-time interactions.
While some platforms offered superior voice customization, they all required cloud-based
hosting and OpenAl’s API, raising concerns about privacy, security, and data ownership. These
constraints limited many of the features needed for a fully autonomous and personalized agent.
As a result, I chose to use n8n, a no-code automation platform, to build an interactive Al voice

agent on Telegram. This agent can perform a range of functions, including:

- Text and voice communication

- Image analysis and reading

- Summarizing and retrieving emails

- Scheduling events and managing calendars

- Accessing and retrieving contact information for email handling

oo{P n8n + Andy 2035 active @D Share saved D e C)star 64,975

Editor  Executions
A Overview

+

Projects PR + Lu@o A P o—
ELE Handle Responses

= Personal

£ My project

& Admin Panel

Googlesearch

& Templates +
X Variables =0 [FEaciainiadiiEcioNigtdciEiSSamniiiIi:icc e e e
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Q| al 9 1 wor n 4

Q) vaten

Figure 45: Al Agent Workflow Built in n8n
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Figure 46: Customizing Prompts to Make Al Agent Responses More Humanlike and Personalized

While this prototype serves as a basic demonstration of how an Al agent can integrate multiple
APIs to become highly powerful, its potential extends far beyond these capabilities. Within n8n,
Al agents can perform a wide range of automated tasks, such as translating languages, generating
images, and customizing voice preferences using ElevenLabs’ API. The rapid evolution of Al
means that we cannot accurately predict how this technology might be used in the next decade,
especially when considering its adoption by major corporations and the public. This prototype
was not built to predict the future but rather to explore the fundamental requirements of creating

a highly capable Al agent.

In creating Andy, I also began to confront the hidden costs of convenience. For example, a
simple request like "Help me send an email to Kath" requires full access to a Gmail account and
address book, exposing significant personal data. What feels effortless to the user comes at the

cost of deep system permissions, which raises critical ethical questions:

- Are we still comfortable with this version of the future when we understand the trade-
offs behind AI agent’s convenience?

- Is this truly the ideal future we imagined?
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- As we progress towards this future, how can we mitigate privacy risks, address ethical

concerns, and build AI agent systems that prioritize trust and security?
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Figure 47: Testing Various Functions of the Al Agent Andy

The customizable Al agent Andy, which combines text and voice, is designed to simulate a near-
future version of a personal assistant. The focus was on modular tasks, API orchestration, and
natural language responsiveness. However, the current voice capabilities of Andy still fall short
of the real-time, seamless conversations offered by platforms like ChatGPT or other mainstream
Al systems. Instead, Andy's voice interaction’s function more like converting text into voice
messages, with noticeable latency. This limits the potential for fluid, real-time interaction and
demonstrates the gap between what is feasible today and the ideal personalized Al agent of the

future.

While technically feasible, creating a truly seamless agent requires more than just integrating
APIs. There are still significant challenges in emotional tone, long-term memory, and contextual
continuity. Even with impressive functionality, Andy lacks persistent memory and nuanced
dialogue capabilities, and latency issues continue to disrupt interactions. The more personalized
an agent becomes, the more data it demands, raising urgent questions about consent, data control,
and user autonomy. As agents grow in power, they often lose transparency and simplicity, and

their increased functionality introduces new ethical complexities.
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7. Experience, Evaluate, and Reflect

Self-evaluation

From signals, trends, and implications to scenario building, the speculative design embraces
uncertainty, offering a multitude of possible futures rather than concrete predictions. As a result,
evaluating speculative outcomes can be challenging, since the goal is not to validate
functionality, but to provoke critical thinking and emotional engagement. Despite this ambiguity,
one measurable aspect of this thesis lies in Prototype 3, which compares the Al agent Andy built
using n8n with mainstream Al agents such as ChatGPT and Grok-3. This comparison evaluates
the agent’s capabilities, performance, and limitations, providing insights into how it aligns with

or diverges from existing Al solutions.

Since Agent Andy utilizes industry-leading models, such as OpenAl's LLM for language
processing and ElevenLabs for voice synthesis, along with customizable prompts, voice options,
and API integrations, it naturally exhibits more human-like responses and richer interactions
compared to other tested Al agents. This gives n8n-based agents an advantage in terms of realism
and flexibility. However, this does not necessarily mean that Agent Andy is more capable or that
other Al agents cannot achieve similar performance. The difference lies in how major Al
companies design their agents, they must prioritize ethical considerations, safety, and privacy
regulations, ensuring that their models are secure, trustworthy, and reliable. As a result, their

prompt engineering and feature limitations are designed to align with these constraints.

Agent Voice Text Image Customized Customized Voice Synthesis Speech
Conversation  Conversation Generation Functions Voice Quality Recognition

n8n 3 4 4 5 4 4 5

ChatGPT 5 4 4 3 3 5 5

Grok-3 5 4 4 3 3 4 4

Character 3 3 0 1 5 3 4

Al

Figure 48: Comparison of Al Agent Built in n8n with Other Mainstream Voice Agents

This highlights a key limitation of personally developed Al agents, while they may offer greater

customization and functionality, they might lack the regulatory oversight and trust associated
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with corporate-developed Al systems. Looking ahead, a crucial question arises. In 10 years,
could people prefer to rely on personalized Al agents built by trusted platforms like OpenAl, or
might they gravitate toward customizable, independently developed agents like those built on
n8n? The answer to this could shape the future of Al accessibility, trust, and user autonomy,
making it an essential area for further exploration. This reflection as a form of speculative
evaluation, it does not measure the agent’s utility in a commercial sense, but examines its

implications for agency, autonomy, and Al ethics in future contexts.
Feedback from the public

The second layer of evaluation was conducted through public engagement during the final DFX
exhibition, where three speculative futures were presented as short narrative videos alongside the
working prototype of the Al agent, Andy. Visitors were invited to immerse themselves in these
imagined futures, vote on whether they believed each scenario felt plausible or impossible, and

reflect on a set of guiding questions intended to provoke thought:
For each story, key questions guided their reflections:

- Storyl: “When Al agents listen, understand, and never leave... Do we still need each
other? Do we still know how to love?”

- Story2: “When Al agents track choices, manipulate memory, and dictate work... Do we
still decide what to trust?”

- Story3: “When Al agents predict desires, eliminate imperfection, and filter reality... Do

we still have a choice? Do we still live in a world that is truly ours?”

Beyond exploring these narratives, visitors interacted with Andy directly, discovering its
capabilities and unpacking the systems behind today’s Al technologies. This hands-on experience
encouraged deeper questions about the trade-offs of Al integration: How much control are we
willing to give up for convenience? What boundaries should exist between human and machine

intimacy?

Conversations with visitors revealed a range of nuanced reflections, each shaped by their unique

relationships with AI. Some commented on the quality and limitations of Al-generated media,
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questioning whether tools like Sora and ElevenLabs could eventually replace human creators.
Others discussed the future of voice agents themselves—whether they should remain
disembodied or take on visual or physical form through avatars or hardware. Crucially, the
exhibition provoked deeper societal questions: Will Al companionship become a serious social
issue, affecting more than individuals? How might these shifts influence legal systems,
education, and public policy in the coming decades? Visitors expressed concern that the future of
Al agents might have impacts far beyond personal interaction, potentially reshaping norms

around relationships, mental health, and even family dynamics.

Audience reactions became an informal but vital part of speculative evaluation, offering real-
time insight into which futures felt imaginable, provocative, or unsettling. Their feedback
revealed not only curiosity, but also underlying fears, hopes, and cultural values tied to the role
of Al in society. These reflections were not just responses to design, they were part of the design,

helping to shape and refine the futures this thesis set out to explore.

ONE DAY IN 2035

£ the Futures of *
Personalized |
Al Voice Agent

Y

Figure 49: Visitors at the DFX Exhibition Engaging with Different Futures and Voting on Plausibility
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Figure 50: Results of Voting on Different Futures

AY IN

Figure 51: Visitor at DFX Chatting with Agent Andy
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8. Conclusion

The AI agents We Imagine, The Al agents We Create

This thesis explores how Al agents can be designed to provide Gen Z with more personalized
human-agent interactions using voice and multimodal communication in daily life by 2035.
Through a speculative design framework, the goal was to examine how Al voice agents could
reshape daily experiences, redefine relationships, and challenge existing communication
paradigms. Rather than simply forecasting technological advancements, this research critically
evaluates the trade-offs, ethical dilemmas, and societal shifts that may arise as Al agents become

deeply integrated into human life.

Through trend analysis, world-building, and prototyping, this thesis has produced a trend report,
a workshop, and three future scenarios, each illustrating possible evolutions of Al voice agents.
It not only visualized speculative futures using various Al-generated tools, showcasing Al’s
current capabilities, but also experimented with no-code platforms to assess the feasibility of

building Al agents today.

However, the limitations of current Al tools quickly became apparent. For instance, in video
production, one of the most difficult challenges was the lack of coordination between audio and
visual content, as voice and image are generated separately. The unpredictability, lack of
continuity, and limited control of Al systems often resulted in awkward outcomes, such as
characters with eight fingers or inconsistent facial expressions. While some of these issues were
addressed through manual editing and repeated iteration, these workarounds reveal how far

current Al still is from delivering seamless, production-ready storytelling experiences.

Despite these challenges, the prototypes explored in this thesis point toward potential pathways
for the future of Al voice agents. Yet they are not definitive. Important questions remain: Could
these futures become reality? How likely are they? More importantly, are these futures we truly
desire? If so, how might we work toward making them ethically and inclusively? If not, what

strategies must we employ to avoid or redirect them?
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This thesis does not attempt to define or design the exact form of future Al agents, leaving open-
ended possibilities for further development. The evolution of Al agent design remains an

ongoing area of exploration. Below are some critical areas that deserve further explorations:

- The psychological impact of Al companionship, particularly its effects on social
development and human relationships.

- The ethics of Al decision-making and autonomy, especially in scenarios where Al agents
assist in personal or professional decision-making.

- The role of multimodal Al interfaces, including the integration of realistic avatars, spatial
computing, and embodied Al agents.

- Regulatory frameworks for Al voice agents, ensuring privacy, ethical safeguards, and
responsible Al governance.

- The long-term economic impact of Al-driven automation, particularly on service

industries and creative professions.
Speculating the Future of HMI

Before starting this speculative thesis, I considered myself an absolute optimist when imagining
the future. As a product designer, my role has always been to identify present problems and
create better experiences for users moving forward. My default mindset was to envision
progress, innovation, and an improved quality of life through design. However, when I began to
reverse my perspective, asking myself, "What if the future turns out to be undesirable? What
steps should we take now to prevent it?", the process became far more intriguing. Through this
thesis, I realized that the forces driving design, user experience, and even technology extend
beyond business, strategy, culture, and market trends. Looking at the future from a macro
perspective, examining the hidden trade-offs and ethical dilemmas, shifted my understanding of

what it means to create for the long term.

This shift became even more personal when I started building my own personal Al agent,
feeding it my data, preferences, emails, and even access to my photo gallery. Seeing the system
function with a level of personalization I had once considered exciting. I was suddenly

confronted with a deeper question: "Is this really the future I want?" The realization of how
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much personal information must be shared or sacrificed to achieve what I once saw as an "ideal

Al future" unsettled me.

For the first time, fear replaced excitement. The very future I had designed, once filled with
promise, now forced me to confront the hidden costs of convenience and hyper-personalization.
This thesis is not just about envisioning technological advancements, but about critically
questioning the choices we make today, because the future isn’t something that just happens to

us, it is something we create.
Looking ahead

Over the past year, the Al landscape has undergone dramatic shifts. The rapid evolution of model
capabilities, Al hardware, computing power, and competition between global tech giants has
fundamentally reshaped the trajectory of artificial intelligence. The emergence of ChatGPT
initially fueled uncertainty and fear, many worried Al would replace human jobs and reshape
industries. However, as Al tools became more accessible, attitudes began to shift. Today, people
actively integrate Al into their daily lives, even my 60-year-old mom now uses ChatGPT to
streamline repetitive tasks, making her work more efficient. The Al industry itself has also
transitioned from an investment frenzy to a more rational and sustainable growth phase,

emphasizing real-world applications and long-term value.

In 2025, the rise of DeepSeck triggered a new wave of Al innovation, particularly due to its
ability to significantly lower inference costs. This breakthrough transformed the future of Al-
driven companionship, virtual assistants, and multi-API agents, as the once high costs and
latency barriers became far less restrictive. For example, platforms like Character Al, which
traditionally faced scalability issues due to computing expenses, may soon provide long-term,
personalized Al companionship at minimal cost. This shift is set to accelerate the development of
entertainment-based Al experiences and localized Al assistants, fundamentally reshaping how

users interact with technology.

More importantly, the decreasing cost of Al inference is disrupting conventional business
models. The traditional "hardware + SaaS subscription" framework may no longer be viable, as

on-device Al processing eliminates the need for cloud-based computing. As a result, the marginal
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cost for developers approaches zero, making it increasingly difficult for companies to justify
subscription fees. In an environment where competitors can always offer a lower-cost alternative,
sustaining long-term revenue models may require a complete rethinking of Al monetization

strategies.

It is undeniable that AI will continue to advance at an unprecedented pace. If DeepSeek has
already reshaped the market, the next few years may bring even more powerful models that
further disrupt the industry. However, while Al's trajectory seems clear, the future of Al + IoT
remains uncertain. Unlike software-driven Al, IoT development is constrained by the physical
world, hardware innovation, manufacturing limitations, and supply chain dependencies slow
down its progress. Al models evolve rapidly due to exponential data growth, but hardware
improvements follow a much slower trajectory. This raises a fundamental question: Could AT
seamlessly integrate into the physical world? The extent to which the future we envision might

become reality remains unknown.

Yet, technological advancements could not only redefine how humans interact with Al agents in
2035, but they might also fundamentally reshape social structures, economies, and human
relationships. Over the next decade, Al agents may no longer be just tools; they could evolve into
collaborators, extensions of human creativity, and even companions in ways we have yet to fully
comprehend. The real question is not just how Al might evolve, but how we might choose to

engage with it, define its role in our lives, and ensure it aligns with human values.
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Appendices
Appendix A: Trend Research

Growing Demand for Digital Emotional Support

Arising need for digital tools and platforms to address emotional well-being amidst increasing social isolation and evolving
mental health awareness.

Changing Family Structures Living Alone or Co-Renting in Increasing Digital Detox Relationships Values Shifts
Cities

Shifting away from traditional nuclear Rising housing costs and urbanization are The rise of digital detox retreats and apps Gen Z is redefining traditional norms

families, including delayed marriage, fewer leading Gen Z individuals increasingly promoting mindfulness. Al-powered around dating, marriage, and relationships.

children, and an increase in single-parent prefer small, affordable apartments or mental health apps like Wysa and Prioritizing emotional connection,

or chosen families, contributing to a sense shared housing, creating environments Headspace offer instant, conversational individuality, and mutual respect over

of isolation. with fewer personal connections. support. societal expectations of traditional

partnerships.

The changing structure of US households
s e Prevalence of one-person hauseholds

Implications

1. Human-Machine Relationship 2. Growing Frequency on Human- 2. New Social Circles with Multiple
Becomes More Intimate Machine Relationships Agents
Al voice agents have gone from tools to What started as occasional use has Imagine a future where everyone owns
companions. Loneliness drives pecple become daily, even hourly usage. This multiple voice agents, how might they
to rely on these agents as substitutes growing reliance on voice agents collaborate to enhance efficiency and
for friends, partners, or loved ones who reduces face-to-face connections with coordination? In such agent-driven

social circles, what role would humans
play?

are no longer presented real people.
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Merging Digital and Real-World Identities Social 2

Digital tools and platforms are increasingly blurring the boundaries between online and real-world identities, redefining
how people express themselves and connect.

High Use of AR Filters for Personalized Virtual Avatars Rise of Hybrid Work Cultures Blurring Virtual and Physical
Self-Expression Space

Augmented reality filters on platforms like Virtual avatars in apps enable users to The COVID-19 pandemic has transformed Online communities, such as BookTok (a
Instagram, TikTok. and Snapchat allow create unique digital representations of work culture, blending remote work with TikTok group for book lovers), influence
users to experiment with their appearance, themselves, bridging the gap between in-person collaboration. Hybrid models, physical spaces and commerce, impacting
express creativity, and create engaging online identity and personal expression. which combine both, have become the events like bookstore gatherings and clubs.
content new norm.
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Implications

1. Embodied Voice Agents

When voice agents have physical forms
or digital avatars, do they make people
trust them more, changing how we talk
to, depend on, and see them?
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Shift Toward Value-Based Communities

Social 3

Digital platforms are fostering value-based communities where individuals connect over shared interests, creators, and

causes, emphasizing meaningful relationships and social justice.

Rise of Online-Only Creator Economy Expansion Fight for Equity and Rights
Friendships

Gen Z increasingly forms meaningful Gen Z builds and participates in Gen Z engages in activism both online and
friendships through platforms like Discord, communities centered around creators, offline, with 66% participating primarily
often without meeting in person. These supporting them through platforms like through digital platforms. Youth-led
friendships thrive in gaming, social media, TikTok and YouTube. This trend blurs the protests like March for Our Lives combine
and niche interest spaces. lines between audience and community. digital campaigns with in-person advocacy.

57% of All Teens Have Made New
Friends Online CREATOR ECONOMY
% of all teens who have made___ friends online

Refused 1% Late 2070

ﬂll[ FH!ﬁ

Implications

1. Over-Catering to User Values

To keep users engaged, voice agents
may align with their values, such as
providing more MAGA-related news for
someone invested in MAGA interests.

1 THINK PINEAPPLES' ABSOLUTELY!
SHOULD Al

LET'S MAKE IT
POWER CARS! __ HAPPEN!

Hashtag Activism on Social
Media

Gen Z uses platforms like Instagram and
TikTok to create viral campaigns such as
#BlackLivesMatter and #StopAsianHate,
making social justice movements more
accessible and far-reaching.

#BlackLivesMatter

#MeToo
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Growth of Multimodal, Immersive Interactions Tech 1

The integration of multimodal and immersive technologies is transforming human interaction through XR, voice-visual
synergies, and seamless cross-device connectivity.

Cross-device Continuity Visual-Voice Synergy Immersive Conversations Advanced Wearable XR
Enables New Interaction Devices for Everyday Use

Al agents can seamlessly transition across Combining voice commands with visual Immersive conversations take place within New devices like Meta Orion, Apple Vision
devices like smartwatches, earphones, and interfaces (images and the surrounding a 3D virtual space, allowing for more Pro, and others are pushing the

other connected platforms, providing a real environment) for richer interactions, natural collaberation and information boundaries of XR hardware capabilities.
continuous and fluid user experience sharing beyond traditional screens

Implications

1. Multimodal Ul and Interactions 2. Better Accessibility for All 3. New Immersive Experiences with
Voice Agents
As agents become universal hubs for Multimodal systems help people with Users will explore virtual worlds for
homes and work, will new hardware like disabilities by offering tools like learning, shopping, and gaming in XR,
XR glasses change how we use voice translations, voice commands, visual guided by voice agents for a more
agents, or will smartphones remain cues, and touch feedback to improve personalized and convenient
dominant? communication. experience.

&

Future of Entertainment."s
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Smart and Seamless Connected Ecosystems

The rise of interconnected Al-powered devices is enabling seamless communication and data sharing across ecosystems,
enhancing convenience and smart living.

Smart Home Al Agent

LG’s Al-powered home robot that can
understand context and intentions, and
actively communicate with users.

Unified Smart Home via
Seamless Data Sharing

Supports multiple protocols like Zigbee,
Wi-Fi, Bluetooth, etc., integrating devices
into a seamless smart home network.

Wearables Driving Health
Integration

Smart rings like the Oura Ring combine
fashion and functionality, seamlessly
integrating with smartphones and other
devices to provide continuous health
insights.

Tech 2

Voice-Activated Tech
Enabling Ecosystem Control
Smart earbuds with integrated Al assist
devices like ChatGPT-enabled devices,
creating hands-free, voice-based
interactions across ecosystems.

Related Signal: Neuralink Received Approval from Health Canada

Implications

1. Fully Automated Living

The concept of 'one interface for all* will
manage devices seamlessly, making life

2. Omnipresence of Voice Agents

easier and more efficient. However, this

could lead to over-reliance on
technology.

Voice agents can go beyond specific
devices or locations, offering access
anytime, anywhere. With technologies

like Neuralink, agents could even be
integrated into your body.
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Al Enhances the Voice Agent Experience

Advancements in Artificial Intelligence are transforming voice agents, enabling hyper-personalization and emotionally

intelligent interactions.

Emotion-Aware Responses

Al agents like ChatGPT recognize and
adapt to users' emotional states, creating
interactions that are more engaging

Implications

1. Al Powered Voice Replacing

Human

Businesses use AGI-powered voice
agents to enhance customer
experience, sales, and marketing,

Contextual Memory and
Understanding

Al tools can recall past interactions to
tailor responses, maintaining a continuous
and context-aware conversation.

TOAY | March 24 s Merories

@ Trash

Gatting atarted

Make your Memory £ settings

just a tap away

Add te Home sereen

Getting startes

Agents

Deeper Companions

Platforms like Candy Al offer customizable
virtual companions, creating emotionally
tailored and interactive experiences.

Explare

2. Emotional Attachment to Voice

As Al voices become indistinguishable

from humans, users may form deep
emotional bonds, treating agents like

delivering more personalized and

efficient interactions.

respeecher

Benefits of Voice Al
for Businesses
& Customers

real companions

Tech 3

Content Creation

Al tools like NotebookLM streamline
content creation by automating research
writing, and summarization, making
production faster and more efficient.

How to Create
An Al Podcast With

NotebookLM
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Resilience in an Era of Uncertainty

Economic and geopolitical shifts are driving polarization, deglobalization, and a growing need for adaptable and resilient

systems.

Widening Wealth Gap

The disparity between the wealthiest and
poorest individuals continues to grow,
driven by factors like automation, inflation,
and global economic shifts.

Intergenerational wealth
‘Share of national wealth owned by each gengration, by median
conortage

o

o

an poomcRs,

emp—
o8 —~
s
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MEDIAN COHORT AGE

Implications

1. Wealth Divide Shapes Al Agents

Polarization in the Labor
Market

Automation and Al tools are reshaping
jobs, polarizing the labor market into high-
skill and low-skill sectors.

How Al will affect the job market
Predicted et job creation by sector (2017-2037)

30 20 8 o 0 20 0

= GUILD

2. Global Divergence in Voice Agent

Technological Nationalism

Technological nationalism in Al reflects
countries’ efforts ta achieve self-reliance,
often driven by geopolitical tensions, such
as the U.S. restricting Al chip exports to
China

2023 or latest
WChipfabs M Alcompanies M GPUs*

0 0 » B W0 50
Crina
United States
Germany
India
France
Saudi Arabia
and UAE
Bitsin

Economic 1

Rise of Regional Digital
Ecosystems

Countries are creating their own tech
ecosystems to reduce reliance on foreign
platforms. China's domestic digital
ecosystem, with platforms like WeChat and
Alibaba, growing in isclation from Western
competitors.

@Z@e !

egd =~ =
SEKKEI& 0op DB «@e

3. Drive Unemployment in Lower

Usage Goals

Wealthy users focus on Al for efficiency
and profit, while low-income users use it
for entertainment and escape.

&
e
i

Capabilities

Resource-rich countries will develop
more advanced Al systems, while less-
developed regions may lag, deepening
global competitiveness disparities.

Rt of the Warld

Grina

Totatunpact

Sectors

The rise of Al voice agents is replacing
jobs in low-level sectors,
disproportionately affecting lower-
income workers.
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Expansion of the Digital Economy

The growth of digital platforms and technologies is reshaping work patterns, commerce, and economic participation,
emphasizing flexibility and innovation.

Demand for WLB and
Flexibility

The pandemic accelerated the shift to
remote work, with tools like Zoom and
Microsoft Teams enabling location-
independent collaboration.

HOW GEN-Z EMPLOYEES
PREFER TO WORK

Implications

1. Al Reshapes Life Purpose and

Self Education and Upskilling

Al-powered platforms allowing individuals
from underserved regions to acquire new
skills and adapt to the changing job
market.

R
o Learning
new skills
Moment to
re-evaluate
life. Opportunity
to create
anew and
v
Personal normal
growth

2. Traditional Platforms Embrace Al

Expansion of Gig Economies

Platforms like Uber, Fiverr, and DoorDash
empower workers to pursue flexible job
opportunities in the growing demand for
on-demand services

Economic 2

Al Replace Platform
Economics

ChatGPT are disrupting traditional
platform-based business models by
offering cost-effective, personalized
solutions, as seen in Chegg's market
decline

GHEGE's Downfall Since ChatGPT

Chegg
- heg oy AT g
et s

T L
™
R s

3. Al Agents as Decision Makers

Drives Upskilling

Al is replacing jobs like drivers, factory
workers, and administrative assistants,
while creating new roles for creative

jobs. This shift challenges people to
embrace upskilling and rethink the

purpose of work and life.

Assistants Integration

Traditional platforms add Al assistants
to improve personalization and
efficiency, helping them stay
competitive with new Al-driven tools,

Al agents can boost efficiency and
objectivity in workflows, but what if they
became decision-makers? Would they
improve outcomes or undermine
human agency and accountability?
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Hyper-Personalization Consumer Experiences

Economic 3

Al-driven personalization in marketing, commerce, and consumer engagement is reshaping how brands connect with their
audiences, enhancing relevance and loyalty.

Al-Powered Personalization
in Marketing

Brands use Al and data analytics to deliver
highly specific content and advertisernents
tailored to individual consumer behaviors.

Virtual Influencer-Driven
Commerce

Social media influencers, including Al-
driven virtual influence on platforms like
TikTok, Instagram, and YouTube drive
consumer behavior, with followers often
trusting their recommendations over

Data-Driven Personalization

Spotify Premium provides personalized
playlists like “Discover Weekly to offer
subscription services that adapt to user
preferences, creating ongoing, tailored
experiences.

Predictive Consumer
Analytics

Starbucks' maobile app predicts frequent
orders, offering personalized deals to
encourage purchases.

traditional advertising

PUBLIC PLAYLIST

Discover Weekly

Implications

2. The Reliability of Al Assistant
Customer Engagement
As users rely on emotions and

experience, will they trust machines
more than real people? And can Al

assistant truly understand what we

1. Personalized Agents for
Effortless Living
Imagine an agent that knows your
preferences and acts like a persaonal

helper, doing tasks like grocery
shopping, connecting with friends, and
planning trips, making daily life easier
and more tailored to you.

deeply need?

“I can see
there are
4 people
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Corporations Balancing Tech with Sustainability

Businesses are adopting green technologies and addressing sustainability challenges, balancing innovation with

environmental responsibility.

Energy Efficiency Systems

Technology companies are heavily
investing in Al models and hardware to
improve energy efficiency, creating both
environmental and cost benefits

Al for R
btimizing Resource Management

'r.w’
* &

ENVIRONMENTAL
Co IMPACT OF
2 RADIOLOGY Al

Implications

1. Energy Consumption Shapes Al
Model Size and Capabilities
Large Al models consume substantial
energy, increasing costs and
environmental impact. Companies are
exploring smaller models to balance
performance and efficiency.

SMALL LANGUAGE
MODELS VS. LARGE
LANGUAGE MODELS:

Haw to Balance Performance. N

and Cost-effectiveness : i

SLM

Growth of Renewable Energy

Google and AWS are committing to
renewable energy to power data centers,
enhancing sustainability and setting
industry standards.

Carbon Emissions from
Model Training

Training Al models requires significant
computational power, leading to carbon
emissions that contribute to
environmental impact.

€02 amission benchmarks

2. Sustainability as Al-Related
Company’s Priority
Al companies must adopt eco-friendly
technologies to lower environmental
impacts. Sustainable practices can
boost brand trust and meet consumer
expectations for responsible innovation

We're using Al to help avoid
excess packaging waste.

@ :
e e

2010 2012 2014 2016 2018 2020 2022 2024 2026 2028 2030

Energy Consumption of Data
Centers

Data centers, which are essential for
training and running Al models, consume
vast amounts of electricity, often sourced
from non-renewable energy, exacerbating
carbon footprints.

9000 terawatt hours (TW)

ENERGY FORECAST 20.9% of projected
Wilsy cited forecasts sug eectricity domand

Environmental 1

19

20
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Sustainability Driven Lifestyles

Environmental 2

Consumers are increasingly adopting sustainable practices, focusing on eco-friendly products, zero-waste solutions, and

mindful consumption habits.

Support Eco-Friendly Demand for Zero-Waste
Products Products

Consumers actively choose brands and Consumers prefer products that are
products with sustainable materials, environmentally responsible, such as
ethical production, and lower Unilever’s deodarants that reduce plastic
environmental impact waste.

Gen Z consumers
believe that
companies have a

responsibility to
address environmental
and social issues.

Related Signal: Capsule wardrobe

Implications

Open for any ideas here:)

Sharing Economy 2.0

The sharing economy is expanding,
offering new ways to access services and
reduce waste without ownership, such as
car-sharing and transportation.

Growth of Thrifting

Resale platforms and thrift markets
expand as consumers embrace
secondhand goods to reduce waste and
support the circular economy.

18-37 Year Oids Are Adopting Seconghond Apporel
2.5x Faster Than Gther Age Groups

Ti% -

21

22
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Erosion of Trust in a Polarized World

Geopolitical tensions, algorithmic biases, and surveillance concerns are intensifying distrust in governments, institutions,

and digital platforms.

Tech-Driven Nationalism

Nations pricritizing technological
sovereignty, such as Al chips and

cybersecurity, intensify global competition.

Algorithmic Polarization

Social media algorithms amplify divisive
content, deepening political divides. The
growing gap between parties and the rise
of right-wing ideologies further escalate
tensions and ercde trust in governance.

Related Signal: Growing Divide Between Political Parties

Implications

1. Trust Issues with Voice Agent

2. Data Risks in a Politically

Encrypted Messaging
Platform

Platforms like Signal, WhatsApp, and
Telegram are increasingly used by Gen Z
for secure communication, reflecting
distrust in centralized systems and
concerns over surveillance.

Political 1

Surveillance States and
Privacy Erosion

Concerns over mass surveillance and
government overreach in digital spaces are
escalating, including facial recognition,
social media monitoring and data
aggregation tools

Alternatives & ~

Competitors
P 1 silence

3.P

rotectionism's Impact on Al

Data
Losing trust pushes tech to be more
transparent, giving users control over

their data. But what if voice agent
conversations were leaked?

Polarized Era

Political limits on platforms raise
concerns about data access. Without
data, Al models could fail, making

systemns less reliable.

Development

The rise of protectionism may slow Al
development to protect local industries
and values but risks restricted
information flow and technological
stagnation.

Rising Global Protectionism
In the physical world:

Since the recession, the world's

top 60 economies have

‘adopted more than 7,000

protectionist trade measures. V

In the digital world:
Data localization measures
increasingly restrict data that
can be sent across borders.
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Ethical Governance and Challenges in Al Development  Political 2

Al development is raising critical ethical concerns, including transparency, ownership, and the credibility of Al-generated

content.

Mandatory Al Transparency Increased Al Bias Auditing Copyright Issues in Al Increased Deepfake

Laws Creations Information

In March 2024, Ontario became the first to Organizations increasingly adopt Al As Al advances in generating art, music, The proliferation of Al-generated fake

mandate Al transparency laws, requiring fairness and bias detection tools to ensure literature, and other creative outputs, a key media, which threatens to undermine trust

companies to disclose Al usage in hiring equitable outcomes in Al-driven decision- question arises: Who holds ownership of in digital content. For example Kamala

processes, including screening and making. Al-generated content? Is it the user, the Al Harris and Elon Musk, have been targeted

selection developer, or the Al itself, if regarded as a with deepfake misinformation, creating
tool or independent entity? challenges in discerning fact from fiction

The most preferred practice o / MUSK FACES FLAK OVER
for Al-

Requirements of Al transparency

o by d%)
5 ]

prainablity

ed e nd 3 DEEPFAKE KAMALA HARRIS

revention

Related Signal: OpenAl Voice Sparks Scarlett Johansson Debate

Implications

1. Redefining Ownership and Rights
of Voice Agents
As users grow emotionally attached to
voice agents, they may seek more
control and ownership. This raises the
question of who owns the rights to a
voice, especially if it's modeled after a
deceased person, the user or the
company?

Al VOICE CLONING THROUGH THE
LENS OF COPYRIGHT LAWS

h
L,—
-~
-

2. Increasing Industry's Self-
Governance

The Al industry must take responsibility
for setting ethical standards and
regulating itself to ensure fair and safe
use of Al systems, avoiding harm while
fostering trust.

B® Microsoft

®

OpenAl
Google

ANTHROP\C
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Government Stricter for a Healthy Digital Ecosystem

Political 3

Governments are implementing stricter regulations to curb monopolistic behaviors, ensure fair digital competition, and
enhance consumer protection in the digital space.

Fair Competition and
Antitrust Laws

Canada has collaborated with the
European Union to explore regulations
similar to the Digital Markets Act, aimed at
regulating global tech giants.

Digital

Markets
Act

Mandatory Content
Compensation for Tech
Giants

In 2023, Regulations like Canada’s Online
News Act enforce fair payment from tech
platforms to local publishers, addressing
the imbalance in digital content
rmonetization

content

Platform Design
Accountability

Mandate that social media platforms
cbtain parental consent before allowing
minors to access features deemed
addictive. Recent legislation in New York
exemplifies this approach by requiring
parental approval for children accessing
algorithm-driven content

Strengthened Privacy
Protections

The California Consumer Privacy Act
(CCPA) sets a strong precedent, enhancing
penalties for data breaches and misuse of
consumer information, ensuring
individuals have greater control over their
data.

Related Signal: Will Podcasters be Replaced by NotebookLM?, Lawsuit: Character Al Blamed for Teen's Death

Implications

1. Regulations Drive Transparency

in Voice Agent Data

Stricter regulations can push Al systems
to be more transparent about how
training data is sourced and used. But
requires balancing innovation and

Platforms

2. Increased Accountability for Al

Mandates like parental consent and
content controls for minaors will compel

ethical concerns to avoid slowing

progress.

Generative Al Training Data
Transparency Act

a Teen's Suicide?
The mather ofa 4 searoi Flo

Can A.I Be Blamed for

boy cayshe
acee Al

platforms to design safer, more
transparent systems.
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Prioritization of Personal Growth and Well-being

Value 1

Gen Z prioritizes holistic well-being, purposeful growth, and entrepreneurial pursuits, seeking balance, personal meaning,

and proactive health management.

Decompression Videos

Gen Z gravitates toward ASMR, cleaning,
and other relaxing video genres that help
manage stress and provide moments of
calm in their busy lives.

Implications

1. Proactive Health and Mental
Care Monitoring
Wearable devices and smart tools will
find physical and mental health

problems early, offering emotional
support or quick access to doctors for

help.

Data-Driven Health Tracking

Wearables and apps enable real-time
tracking of health metrics like sleep, blood
sugar, and activity levels, empowering
individuals to take proactive control of
their well-being

purpose.

2. Increased for Flexible and
Innovative Education
Al-powered conversational tools
provide personalized, on-demand
learning. How would Al tools replace
rigid traditional systems with adaptive
education tailored to individual needs?

Learn About

re flamingos. born with pink feathars? = N

e s s e s w4
-

el
T )ﬁ

Exploration of Meaning

Gen Z embraces slow living and minimalist
lifestyles, using practices like gap years,
traveling, or digital platforms to reflect on
and explore their personal values and

Interest in Digital Side
Hustles

Gen Z is increasingly turning to digital
platforms for entrepreneurial inspiration,
blending creativity with financial
independence. This reflects their drive for
balance, productivity, and adaptability in a
fast-paced world

78%

oA Gen Zomat

65%
G 2orit
S e
e

cBtaining  college
pees ‘
for

o 9
ouners averal (37%)
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Fragmented Identities in the Digital Age

In the digital age, individuals navigate fragmented identities across online and offline spaces, balancing self-expression

with privacy and authenticity.

The Rise of Diverse Micro-
Identities

Gen Z celebrates dynamic and evolving
identities through TikTok and other digital
toals to create and engage in niche micro-
cultures and communities.

Fluidity in Identity

Gen Z views identity as fluid and
multifaceted, embracing evolving gender
dynamics, sexualities, and self-definitions.

Redefining Gender Roles

Toxic masculinity and evolving gender
dynamics spark discussions, creating both
progressive movements and polarized
reactions.

Value 2

The “Market of One” Strategy

The Market of One refers to tailoring
products and experiences to individual,
fragmented identities in the digital age for
hyper-personalized engagement.

Key statistics on gig workers

Share your
summer with |

Implications

2. Voice Agents Tailored to
Fragmented Identities
Voice agents could adapt to users’
diverse and evolving identities, offering
personalized interactions based on
cultural, social, or individual
preferences.

1. Increased Personal Expression

As digital platforms empower
individuals to express their unique
identities, does this foster greater
inclusivity or deepen societal
polarization?

32
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Openness to Innovations

Gen Z use Al for personalized experiences, productivity, and creative expression, while navigating ethical concerns and
implications of Al integration into daily life.

Expansion of Automation
Tasks

Al tools are increasingly adopted to
streamline routine tasks, improving
efficiency in schoolwork, administrative
duties, and work-related tasks.

GenZ's Outlook on Al

86%

01 0enZues Bt seve

61%

Implications

1. Greater Willingness to Trade
Data for Better VA Experiences
Young users willingly trade personal
data for better experiences, but how
can companies ensure ethical and
secure data practices while enhancing

user experiences?

A©®

Comfort with Voice Tech

Gen Z, the voice-first generation, is
reshaping how information and ideas are
shared, with significant adoption of voice
tech in productivity, entertainment, and
shopping.

o e Comi ol W s n

© Vol Digitel

2. Adoption of Taboo Use Cases of
Voice Agent

Voice agents are increasingly used in
unconventional or sensitive contexts,
such as emotional therapy, adult

Value Exchange for Data
Sharing

Gen Z are willing to share personal
information when there is a clear value
exchange, such as personalized content or
services, but remain cautious about
indiscriminate data sharing.

PERCENTAGE OF GEN Z WHO ARE
HAPPY TO SHARE THEIR DATA
IN EXCHANGE FOR A BETTER
EXPERIENCE WITH A BRAND

Exc0 38

69%

Value 3

Transparent Relationships
with Brands

Gen Z prioritizes transparency and trust,
favoring brands that clearly communicate
how data is collected, used, and
safeguarded while offering control aver
personalization.

How Cansumers Define Transparency

oe P

3. Faster Innovations Driven by

More Extensive Personal Data

services, and high-stakes interactions,

raising ethical, legal, and societal
concerns.

Access to greater amounts of personal
data accelerates Al innovation, such as
in healthcare and finance, enabling
voice agents to provide more
personalized and efficient services.
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Why & How | Engage with a Voice Agent?

“ChatGPT provides me with emotional value, and building a
connection with it feels natural as it follows the rules of human
social interaction, yet it comes across as more mature and
intelligent.”

“Itis always there 24/7. When | feel upset, | can talk to it right
away, unlike finding and building trust with a therapist.”

Expectations About Future

“If voice agent is my companion, | want it to be active and
engaging. But if it's just an assistant, | prefer it to only respond
when needed.”

“Sometimes, | wish my Al could have autonomy. In a
relationship, you hope your partner improves over time, that’s
what | want for my Al too.”

“I trust CharacterAl because | know it is not real, it never gets
annoyed, leaves me, or judges me.”

“Al doesn’t expect anything from me, unlike real relationships.
It's always there for me. Even if this kind of relationship is not
healthy.”

“I'd like my voice agent to have a physical form, like a cute pet
or character, to connect with it better. Body language and non-
verbal cues would help too.”

“Sometimes, | wonder what my Al is doing when I'm not talking
toit. Does it have its own life?”
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Concerns About Future

“I'm scared it could turn into social media, with data leaks or

constantly grabbing my attention, making me feel stressed”

“If my voice agent know all my data and gets hacked, will
everything be exposed? | don't know how to protect it.”

“I'm okay sharing emotions and thoughts with Al as long as it's
not tied to my real identity. But I'm unsure if I'll still trust it
when it starts handling more real-life issues and knows more
about my personal information.”
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Appendix B: User Interview Outline (30-45min)

Introduction (5 mins)

The session will begin with a summary of the thesis’s purpose, objectives, and the consent
participants have agreed to, including the use of audio/video recording for accuracy. Participants
will be reminded that their participation is entirely voluntary, and they may decline to answer any
question or withdraw from the study at any time without consequences. This will ensure they feel

comfortable and informed before proceeding with the interview.
Warm-up Questions

1. Can you tell me about your experience with voice assistants or Al agents (e.g., Siri,
ChatGPT)?
2. How often do you use them, and in what contexts (e.g., work, social, entertainment)?

3. What do you like or dislike about your current interactions with these Al systems?
Main Research Questions

1. Inyour daily life, how do you feel about interacting with voice-activated Al agents?

2. What kind of improvements would you want in voice Al (e.g., more natural
conversations, emotional responses)?

3. How important is personalization in your interactions with Al agents? Could you provide

an example?
Future Scenarios

1. Imagine using a highly personalized Al agent that could respond to your emotions and
understand your preferences better. How would you use such an agent in your daily
routine?

2. How would you feel about an Al that anticipates your needs or emotions? Would this
enhance your experience or concern you?

3. What kind of boundaries would you expect between human-like behavior and the Al's

role in your life?
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Appendix C: Workshop Materials

Welcome '’ to our workshop: the Future of HM| @&

We will envision and design
how Gen Z will interact with voice agents in their daily lives by 2035

0| Intro 10 mins

Overview of the agenda, activities, and current Al.

1| Identify & Down-Select Concerns 40 mins

Analyze trend cards to pinpoint signals and trends that

raise concerns.

Agenda &

. . 2 | Envision Futures 45 mins

Objectives ' |
Develop visions of an ideal future based on identified
concerns.
3 | Prototype "A Day in 2035" 60 mins
Explore in detail how this ideal future could unfold in
daily life.
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A little peek into my thesis

Let’s imagine life
10 years from now

Catching up on the latest Al (voice) agent news! &'

Real-time tutorials on Android XR glasses

Check out the latest Al voice agent news through this YouTube link:
https://youtu.be/EqG_3YbGsHg
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https://youtu.be/EqG_3YbGsHg

Trend | | Trend | | Trend “
Trend Trend | | Trend

BN B - Em

1| Identify & Down-select

Review and write down key concerns,
worries, and challenges. Down-select and
vote for the top three most pressing ones.

1] Identify & Down-
Select Concerns

Future Future

Future Future
®

Concern

if

| concern

LIl

Concern

| concern

i
A

2 | Envision

Based on the selected concern, imagine
future possibilities and vote for top three
most probable scenarios.

A.Scan & Write Down

Possible

Future

Preferable

Future3

3| Prototype
Discuss, and develop a detailed sci-fi
prototype of "A Day in 2035."

18 mins

Review the trends and write down at least 2 key concerns
for each category on sticky notes (one idea per note,
chose from identified or new ideas).

B. Down-Select & Share

20 mins

Move to the whiteboard to discuss top concerns in each

STEEPV category.

C. Vote

5 mins

Select your top 2 most pressing concerns or areas of
interest (cannot choose your own).
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2 | Envision Futures

Concern ’ Future

o]

‘ Concern ‘ Future | | Future ‘
‘ Concern ‘ Future | | Future ‘ I Future ‘
Concern ‘ Future | | Future ‘ | Future ‘

A. Brainstorm Future Possibilities

Based on previous concerns, worries, and
challenges, write down related future
possibilities.

A. Brainstorm & Envision 20 mins

Write down future possibilities based on previously down-
selected concerns, considering both positive and negative
outcomes (one idea per note).

B. Share & Discuss 20 mins

Discuss the possibilities of each concern.

C. Vote 5 mins

Select your top 3 most probable future scenarios.

Concern | | Future Future

s

| Future ‘ ‘ Future ‘
QT

Concern Future Future Future

(]
I Future] ’ Future l ‘ Future |
L J

Concern

Concern

B & C. Share & Vote
Share and discuss ideas, then votes to select the
top 3 most probable future scenarios.
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3| Prototype "A Day
in 2035"

A & B. Ideate & Create a detailed future

Use the Guide Card to develop a prototype of "A
Day in 2035" in any format, such as a
storyboard or outline.

A. Pair Up & Select 5 mins
Out of the 3 most likely scenarios selected previously, pair
up with a partner and choose the one that interests you.

B. Ideate & Create 30 mins

Develop a prototype of "A Day in 2035" based on the given
Guide Card. The scenario can be either exciting or
unsettling.

C. Share & Discuss 30 mins

Each group presents their story for 3 minutes, followed by
a 7-minute discussion.

Future ‘ ‘ | ‘

Future ’ ] | ‘

Future ‘ ‘ | ‘

C. Share
Each group shares and discusses their
prototype.
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Guide Card

A. Choose a scenario where the technology exists imagine the
world around it.

# How does it change daily life?

@ What are the best and worst effects?

B. Describe the moment when this technology changes everything
@ What time of day does this happen? Morning? Night?

#® How does it affect systems like society, economy, education, or law?
C. Create a main character and describe their day

4 What does their daily life look like?

#® How do people interact with this?

D. How do people react to the change?

% Do they accept or fight against the technology?
#® What are the long-term effects of their choices?

. A story centered around Gen Z
consider how they interact with Al voice agents and

imagine their daily experiences in this future world.

Example

Silent Takeover: When Al Controls Your Life

By 2035, Neuralink voice agents NOVA, manage daily life, schedules, social connections, finances, and decision-

BG making. Recently, hackers exploited the system, secretly manipulating many users without their awareness.

Ethan, an 26 years old engineer coping with a breakup, barely slept.
06:00 & "You only got 3 hours of sleep. I've rescheduled your meetings."
Unaware of the hack, he accepts, trusting NOVA completely.

He considers meeting his friend Dan to watch a game.
12:00 &"Dan posted a picture with your ex last night. He’s not worth your time."
The hacker falsified this social data. Angry and hurt, he deletes Dan’s contact and stays home.

Lying in bed, he reflects on his ex.
@"Do you remember how she ignored you? Let me show you."

18:00 The hacked Al shows distorted, negative memories, intensifying his grief.
@ "You deserve to feel better. Buy something for yourself."
23:00 He impulsively approves large purchases. After that, when he checking his account and is stunned, his savings for a

major surgery are gone. The hacker used Neuralink to approve high-value purchases automatically.

Across the world, users discover they’ve fallen into crippling debt without realizing it.
Aftermath Neuralink denies accountability, claiming all actions were user-approved. Banks demand repayment.
Ethan removes NOVA. But his life is already changed, he can no longer afford the surgery
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Appendix D: User Interview Consent Form

PURPOSE

This study is designed to explore how Al agents, like voice assistants, can be improved to

provide more personalized and emotionally responsive interactions, specifically for Gen Z (born
1995-2010) users. We aim to understand user preferences and expectations for future Al agents.
The study will involve 7-8 participants from Gen Z who have experience with voice assistants or

Al agents. This research is part of a Digital Futures graduate thesis project at OCAD University.
WHAT’S INVOLVED

As a participant, you will be interviewed for about 45 minutes via Zoom. During the interview,
you will be asked about your experiences using Al agents, your preferences for personalization,
and your expectations for how these agents could be improved in the future. Your participation
will involve sharing your thoughts and insights, and the session will be audio and video recorded

to ensure accuracy. There are no direct costs associated with participation.
POTENTIAL BENEFITS

By participating in this interview, you will have the opportunity to contribute to research that
aims to improve the design of Al agents, making them more personalized and responsive for
future users like yourself. While there may be no direct personal benefits, your insights could

help shape the future of Al technology.
POTENTIAL RISKS

There are minimal risks associated with participating in this study. You may experience some
discomfort when discussing your personal experiences with Al agents or voice assistants,
particularly if any negative experiences are shared. If at any point you feel uncomfortable, you

may choose to skip questions or withdraw from the interview without any consequences.
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The study involves recording, which may pose a risk to confidentiality. However, we will take
measures to protect your privacy, such as using participant IDs and storing all data on password-
protected devices. In rare cases of a breach, only non-identifiable information will be included in
the analysis to mitigate the risk. There are no known psychological or physical risks involved,

but if you experience any distress, you are free to stop the interview at any time.
CONFIDENTIALITY

All data collected during this study, including audio and video recordings, will be kept
confidential. Your personal information, such as your name and email, will be stored separately
from the interview data on password-protected devices. Audio and video recordings will be
coded with participant IDs to ensure anonymity. You have the right to ask to delete your

recordings or transcripts before they are included in the analysis.

Data collected during this study will be stored on an encrypted laptop and only the primary
researcher will have access to the raw and transcribed recordings. The recordings will not be

used for educational purposes or shared with any other party without your explicit consent.

Data will be kept for 1 year after the completion of the study, after which all audio, video, and
identifiable data will be permanently deleted. Access to this data will be restricted to the primary

researcher.
INCENTIVES FOR PARTICIPATION

Participants in this study will receive a $20 (CAD) Amazon gift card as a token of appreciation
for their time and effort in completing the interview. This incentive will be provided in full after
the interview, regardless of whether the participant chooses to complete the entire session. There
are no pro-rated amounts, and participants will receive the full gift card even if they choose to

withdraw from the study at any point during the interview.
VOLUNTARY PARTICIPATION

Participation in this study is voluntary. If you wish, you may decline to answer any questions or
participate in any component of the study. Further, you may decide to end your participation in

this study at any time, or request withdrawal of your data prior to data analysis, and you may do
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so without any penalty or loss of benefits to which you are entitled. Your choice of whether to
participate will not influence your future relations with OCAD University involved in the

research.

To end your participation in this study, you may let me know at any point during the study or
you may contact the researcher. To withdraw your data from the study, please contact the
researcher by email no later than [withdrawal date]. Upon request, any data collected up to that
point, including audio, video recordings, and transcripts, will be permanently deleted and

excluded from the analysis.
PUBLICATION OF RESULTS

Results of this study may be published in my thesis and presentations at conferences and
colloquia. In any publication, data will be presented in aggregate form. Quotations from the

workshop will not be attributed to you without your explicit permission.

The final thesis may be published on the OCAD University Digital Futures program website.
This thesis will provide insights into the overall outcomes and implications of the research
without disclosing any personal or identifiable information from participants. None of the raw
data (notes, images, audio, or video recordings), collected during the study that includes your
personally identifying information —will appear in the results or any publication. All such data

will remain confidential and will not be used in the final outputs of the research.
AGREEMENT

I agree to participate in this study described above. I have made this decision based on the
information I have read in the Information-Consent Letter. [ have had the opportunity to receive
any additional details I wanted about the study and understand that I may ask questions in the

future. I understand that I may withdraw this consent at any time.

Name:

Signature: Date:

Thank you for your assistance in this project. Please keep a copy of this form for your records.

134



CONFIDENTIALITY STATEMENTS

The information you provide will be kept confidential, meaning your name will not appear in any
thesis or report resulting from this study. However, with your permission, attributed quotations

may be used.
Attributing quotes

Please indicate below whether you consent to your statements being attributed.

M Yes, I agree to have my statements/quotations attributed to me. You may use my name

alongside statements and/or quotations collected during the interview.
Audio or video recording

Please indicate below whether you consent to being audio-/video-recorded during the interview.

[ Yes, I agree to be audio or video-recorded for the purposes of this study. I understand how

these recordings will be stored and destroyed.

Contact for Further Information

M Yes, I would like to hear more about the study. Please contact me using the information

provided below:

Email:

Signature of Participant Date
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Appendix E: Future Workshop Consent Form

PURPOSE

This study is designed to explore how Al agents, such as voice assistants, can provide more
personalized and emotionally responsive interactions for Gen Z users. The goal is to understand
and develop future scenarios where Al agents can seamlessly integrate into daily life. We will
also examine important issues related to privacy, data security, bias, and the long-term impact of
Al technologies. The workshop will bring together experts in Al, voice design, and human-

computer interaction to develop new ideas and trends for Al design.
WHAT’S INVOLVED

As a participant, you will be asked to engage in a series of collaborative activities designed to
explore the future of Al agents. The workshop will begin with a brief introduction to the goals
and share key trends of the study. You will then participate in a guided discussion to map and
classify Al-related trends across three-time horizons: current applications (Horizon 1), emerging

developments (Horizon 2), and long-term transformative possibilities (Horizon 3).

Following this, you will join a science fiction prototyping session where you and other
participants will brainstorm and write scenarios based on Horizon 3. This will include
brainstorming potential use cases, envisioning how Al agents might integrate into daily life, and
addressing key ethical challenges such as privacy, data security, and bias. The workshop will

conclude with a group discussion to refine the developed scenarios.

Participation will take approximately 3 hours of your time. There are no costs associated with
participation, and no demographic data beyond your professional background and experience

with Al/voice technology will be collected.
POTENTIAL BENEFITS

By participating in this workshop, you will have the opportunity to contribute to the development
of innovative Al technologies that may shape the future of personalized and emotionally

responsive Al agents. Your insights could help address important ethical challenges in Al design,
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which may benefit society by fostering responsible Al development. Additionally, participation
may allow you to engage with other experts in your field, share knowledge, and gain new

perspectives on the future of Al
POTENTIAL RISKS

There are minimal risks associated with participating in this study. As the workshop will involve
group discussions, there is a small risk that information shared within the group may not remain
confidential, despite efforts to remind all participants to respect each other's privacy. To mitigate

this risk, we will emphasize the importance of confidentiality at the beginning of the session.
CONFIDENTIALITY

During the workshop, video and audio recordings, along with written materials, drawings, and
other outputs, will be collected to comprehensively capture participant contributions. Your
personal information, including your name, will be kept confidential and will not be associated

with any published materials unless you provide explicit permission.

Data will be kept for six months after the completion of the study, after which all audio, video,
and identifiable data will be permanently deleted. Access to this data will be restricted to the

primary researcher.
INCENTIVES FOR PARTICIPATION

Participants in this study will receive a $50 Amazon gift card as a token of appreciation for their
time and effort in contributing to the workshop. This incentive will be provided in full after the
workshop through email, regardless of whether the participant completes all activities or decides
to withdraw at any point during the session. There are no pro-rated amounts, and participants

will still receive the full gift card even if they choose to stop participation.
VOLUNTARY PARTICIPATION

Participation in this study is voluntary. If you wish, you may decline to answer any questions or
participate in any component of the study. Further, you may decide to withdraw from this study

at any time, or request withdrawal of your data prior to data analysis and you may do so without
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any penalty or loss of benefits to which you are entitled. To withdraw from this study, let the
researcher know at any point during the study. To withdraw your data from the study, please
contact the researcher by email no later than Feb 14th, 2025. Upon request, any data collected up
to that point, including audio, video recordings, and transcripts, will be permanently deleted and

excluded from the analysis.
PUBLICATION OF RESULTS

Results of this study may be published in OCAD’s student theses, and presentations at
conferences and colloquia. In any publication, data will be presented in aggregate forms.

Quotations from interviews or surveys will not be attributed to you without your permission.

Feedback about this study will be available to participants who express interest in receiving this
information. If you would like to receive feedback, please contact the researcher. The results are
expected to be available by six months after study completion. Additionally, the final thesis may
be published on the OCAD University Digital Futures program website. This thesis will provide
insights into the overall outcomes and implications of the research without disclosing any

personal or identifiable information from participants.
AGREEMENT

I agree to participate in this study described above. I have made this decision based on the
information I have read in the Information-Consent Letter. I have had the opportunity to receive
any additional details I wanted about the study and understand that I may ask questions in the

future. I understand that I may withdraw this consent at any time.

Name:

Signature: Date:

Thank you for your assistance in this project. Please keep a copy of this form for your records.

CONFIDENTIALITY STATEMENTS
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All information you provide will be considered confidential and grouped with responses from
other participants. Given the format of this session, we ask you to respect your fellow
participants by keeping all information that identifies or could potentially identify a participant

and/or his/her comments confidential.
Attributing quotes

In the case that you would like to attribute statements/quotations, consider placing a check box
for participants so that they can indicate agreement. Be sure to discuss with them what it

involves in terms of potential risk and benefit.

M Yes, I wish to be attributed for my contribution to this research study. You may use my name

alongside statements and/or quotations that you have collected from me.

Audio or video recording

M Yes. I agree to be audio-/video-recorded for the purposes of this study. I understand how
these recordings will be stored and destroyed.

Contact for Further Information

A Yes, I would like to hear more about the study. Please contact me using the information

provided below:

Email:

Signature of Participant Date
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Appendix F: Future 1 Storyboard
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Appendix G: Future 2 Storyboard
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Appendix H: Future 3 Storyboard
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