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Abstract  

As advancements in generative AI and multimodal communication emerge, voice agents are 

poised to transition from functional tools to emotionally engaging companions. This thesis 

explores the future of interactions between Generation Z and AI voice agents, envisioning how 

these technologies could transform daily life by 2035. Through foresight and speculative design 

methodologies including STEEPV analysis, participatory futures, and design fiction prototypes, 

this research examines signals, trends, images, and drivers shaping the future of AI-human 

interaction. 

The study focuses on the societal, ethical, and emotional implications of hyper-personalized and 

intelligent voice agents, exploring questions around inclusivity, safety, and design principles. By 

integrating trend research and user insights, creating, and prototyping three future scenarios set 

in 2035, this work offers actionable frameworks for creating AI agents that better align with 

values and expectations of users and communities. Ultimately, the thesis aims to inspire critical 

reflection on AI's role in society while guiding the design of voice agents that enrich the human 

experience responsibly and inclusively.   
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1. Introduction  

1.1 From Voice Assistants to Generative AI 

When I first watched the movie Her a decade ago, I was captivated by the interactions and 

emotional connections between Theodore and the virtual assistant, Samantha, depicted in the 

film. At the time, these interactions felt futuristic, exciting, and almost far-fetched. On one hand, 

I was fascinated by how Samantha could seamlessly gather, process, and respond to information. 

On the other, I found it hard to imagine who could possibly fall in love with a virtual agent—one 

that had no physical form, just a voice. However, fast forward a decade to 2024, and we find that 

advancements in technology have made such interactions not only believable but likely. What 

once seemed like science fiction now feels entirely possible in our everyday lives.  

 
Figure 1: Theodore Conversing with Samantha in the Movie Her (2013, Dir. Spike Jonze) 

Over the past decade, the explosion of technologies such as always-on internet, voice 

recognition, artificial intelligence (AI), virtual reality (XR), autonomous driving, biometric 

monitoring, and the Internet of Things (IoT), has fundamentally transformed how we interact 

with each other. Members of Gen Z, as digital natives, have grown up immersed in computers 



 13 

and the internet, witnessing, experiencing, and embracing every wave of technological change 

(Prensky, 2001). 

Products like Apple’s Siri, Google Assistant, and Amazon’s Alexa successfully integrated voice 

AI into mainstream consumer applications. Voice technology has become an essential part of 

everyday life, redefining how we interact with technology (Vlahos, 2019). Today, voice 

commands are standard for daily tasks. For example, while cooking, users might say, "Hey 

Alexa, set a timer for 20 minutes." While driving, they may request, "Hey Siri, play some party 

music," or control IoT devices by saying, "Alexa, turn off the lights."  

 
Figure 2: The Evolution of Virtual Personal Assistants Over the Past Decade (2021, Sarang) 

Despite being applied across various industries, such as customer service, where they help 

respond to user inquiries more efficiently, voice assistants remained limited by their dependence 

on predefined commands and scripted responses (McTear, 2020). As a result, people didn’t fully 

rely on these tools beyond small, routine tasks. Voice assistants were seen as conveniences rather 

than essential companions. 

The COVID-19 pandemic significantly changed communication patterns. Social distancing and 

remote work became the norm, and people increasingly relied on digital tools to seek connection 

and emotional support. During this time, voice assistants evolved from simple task handlers into 

emotional companions, helping users cope with isolation and loneliness (Swoboda, 2020). 

“Alexa isn’t just an assistant in most people’s minds, but they like to chat with it and have an 
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empathetic relationship with it. Bored people want to be entertained and lonely ones seek 

emotional connection. It has received hundreds of thousands of marriage proposals and people 

expect Alexa to talk to them just like a friend. (Vlahos 2019).”  

In 2022, the advent of generative AI models such as OpenAI’s GPT and Google Bard 

transformed human-machine interactions. These agents could now engage in dynamic, context-

aware conversations tailored to individual needs. Generative AI also elevated voice assistants to 

a new level (Hughes, 2023), enabling them to understand tone, context, and emotions, thus 

moving beyond mere transactional conversations. These interactions are now more meaningful, 

bringing us closer to the reality depicted in Her. 

As a product designer, I have always been fascinated by the ways humans interact with objects 

and technologies. During my time as an industrial designer, my role often involved defining the 

relationships between people and products, shaping how they are used and experienced. This 

process required not only creativity but also an understanding of history, which understanding 

how past design have influenced present-day perceptions and practices. For example, the design 

of buttons and knobs in the 1990s shaped not only how people interacted with physical products 

but also how they conceptualized control and interaction in the digital realm (Norman, 2013). 

These seemingly simple design elements created a language of interaction that continues to 

inform both tangible and digital product designs today. 

As we navigate an era of rapid technological growth shaped by advancements in AI, voice 

recognition, and multimodal interactions, I can’t help but reflect on how these dynamics are 

evolving. Rewatching the film Her, I wondered: if a similar film were made today, how would it 

portray the relationship between humans and agents? And looking ahead a decade, how might 

those interactions change? Could they seamlessly enrich our lives like a dream? Or could they 

bring unexpected dependencies and ethical challenges to a potential nightmare?  
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1.2 Research Summary 

This thesis explores the potential interactions and relationships between Generation Z and AI 

voice agents a decade from now. By examining the technological and societal advancements of 

today, it imagines how these technologies might integrate into daily life in the future, shaping 

personalized and meaningful human-agent interactions. 

The main research question driving this project is:  

 
Figure 3: Breaking Down the Research Question to Define Scope and Limitations of the Thesis 

This overarching question is supported by the following sub-questions:  

1. How could Generation Z interact with AI agents in the future? 

2. What functionalities and experiences do Generation Z users expect from AI agents? 

3. How can we ensure AI agents are designed to be ethical, inclusive, and safe for long-

term use? 

This thesis is organized into eight chapters, each contributing to a comprehensive exploration of 

the future of AI voice agents and their potential interactions with Generation Z. The introductory 

chapter sets the stage by discussing the evolution of voice agents from simple assistants to 

emotionally intelligent companions, highlighting key advancements in generative AI and 

multimodal communication. It also establishes the research problem, objectives, and central 

questions driving this study. 

The following chapters delve deeper into the background and methodologies. A literature review 

examines the historical context, current capabilities, and ethical implications of voice agents. The 

research methodology chapter introduces the Double Diamond framework, which structures the 

study into phases of research, futuring, making, and reflecting. This is followed by an analysis of 
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trends, signals, and implications, which form the foundation for speculative scenarios. The thesis 

concludes with future scenarios, prototype evaluations, and reflections on the societal and design 

implications of AI voice agents. 

 
Figure 4: Structure and Process of This Thesis 
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1.3 Scope and Limitations 

AI agents encompass a broad range of capabilities, yet this thesis focuses primarily on voice-

based interactions rather than the entirety of multimodal communication. While some references 

to other modalities, such as images and text, may be included, they are not the central focus of 

this study. Additionally, voice agents come in various forms and platforms; however, this 

research does not delve into specific hardware, physical embodiments, or detailed designs such 

as voice characteristics, appearance, complete interface elements, or precise use cases. Instead, 

the emphasis is on exploring potential future interactions and the evolving ways humans may 

communicate with AI voice agents in 2035. The study is speculative and focuses on interaction 

possibilities rather than building a fully realized AI product. 

According to the Technology Life Cycle Model, AI is currently in the Growth Stage (McKinsey, 

2024). Each day, new AI products, models, policies, and industry developments are introduced, 

shaping the landscape at an unprecedented pace. This thesis incorporates AI developments up 

until February 2025; any advancements, models, or tools released beyond this point will not be 

included in the study or used in prototypes. This ensures that the research remains grounded in 

current AI trends while speculating on their long-term implications. 

The primary user group for this thesis is Gen Z, as they have experienced the maturity stage of 

the internet and social media and are on the cusp of witnessing AI’s transition from its growth 

stage to maturity. As digital natives, Gen Z has a far greater familiarity with technology than 

previous generations. By 2035, this generation might be at key life stages, ranging from 

graduating, entering the workforce, getting married, to starting and raising families, making them 

an essential group to study in the context of evolving AI interactions. 

One of the key challenges of this research is presenting a tangible vision of the future. The goal 

is not to create highly polished prototypes but rather to use AI tools to generate speculative 

future scenarios that offer a sense of what the world might feel like in 2035. Another challenge is 

that the AI industry evolves rapidly, making it difficult to predict exact functionalities or 

capabilities. What is considered a breakthrough today may become widely accessible within 

months. For example, OpenAI’s Operator, which integrates multiple advanced capabilities, was 
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rapidly built upon open-source models and APIs by independent developers in early 2024. 

Within just a few months, OpenAI transformed it into a publicly available product. Given this 

rapid pace of innovation, this thesis does not aim to define a fixed set of AI agent tasks but rather 

explores how AI voice agents might fit into everyday human interactions and how society may 

adapt to their presence. 
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2. Background and Literature review  

2.1 History of Human-agent Interaction 

Human fascination with machines capable of speech spans centuries, with early examples dating 

back to ancient Greece (Schrei, 2024). Hero of Alexandria designed mechanical statues capable 

of simple movements and speech, captivating audiences by mimicking human actions. Similarly, 

in the 10th century, Gerbert of Aurillac was rumored to have created a talking mechanical head, 

further exemplifying this fascination. These early imaginations and inventions reflect humanity’s 

enduring desire to talk to machines although they were primitive in design (Shum, 2018). These 

efforts laid the conceptual groundwork for modern conversational technologies by demonstrating 

that machines could mimic human behavior. 

 
Figure 5: Brazen Head: The Legendary Automaton Capable of Answering Any Question (1991, The Senior) 

With the development of computer technology, human-agent interaction entered the era of rule-

based systems. In 1966, Joseph Weizenbaum developed ELIZA at MIT, which became a 

milestone in natural language processing and one of the first chatbots capable of attempting the 

Turing Test. ELIZA functioned by matching user input to scripted responses, using a script that 
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simulated a psychotherapist’s responses (Campos et al., 2018). Building on ELIZA, PARRY, 

developed in 1972, attempted to simulate a paranoid patient, showcasing early efforts in 

emotional simulation (Yatoo & Habib, 2023). These systems, though limited by predefined rules, 

showcased the potential for computers to engage in conversational interactions and sparked 

interest in adaptive and intelligent agents. 

 
Figure 6: A Conversation with Eliza (Wikipedia) 

The 1990s and early 2000s saw the emergence of intelligent agents, expanding the complexity 

and functionality of interactions. In 1997, Microsoft introduced Clippy as an office assistant, 

providing real-time assistance to users by suggesting actions, such as offering help when it 

detected the user was writing a letter. Despite its intrusive nature and eventual discontinuation, 

Clippy set a precedent for future AI-powered in-product assistants (Walz, 2017). Around the 

same time, IBM Watson, a computer system capable of answering questions posed in natural 

language, gained prominence. Although limited in understanding nuanced context, Watson’s 

ability to read, analyze, and learn natural language represented a significant advancement in 

decision-making systems (Shum, 2018). These developments marked a shift from rule-based 
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systems to more adaptive intelligent agents, establishing the groundwork for modern 

conversational AI. 

 
Figure 7: Clippy: The User Interface Agent (2021, Campbell) 

The 2010s introduced voice assistants and conversational AI in consumer technology, marking 

a new phase in human-agent interaction, making interactions more natural, accessible, and 

efficient. Apple’s Siri, introduced in 2011, used a natural language interface to help users 

perform everyday tasks, setting the standard for personal assistants. Amazon’s Alexa in 2014, 

further popularized voice technology, especially in smart home settings, allowing users to control 

devices with simple voice commands (Vlahos, 2019). Other key players included Google 

Assistant and Microsoft’s Cortana, which expanded the scope of conversational AI across 

devices and platforms. Conversational AI enabled these agents to engage in two-way interactions 

that mimicked human conversation, supporting not only voice assistants but also chatbots in 

customer service and healthcare (Humana, 2023). However, these systems were still limited by 

predefined commands and contextual understanding, making them more suitable for routine 

tasks than meaningful dialogue (Faruk, 2023). 

The 2020s have witnessed a revolution in human-agent interaction with the introduction of 

generative AI. Products like OpenAI’s ChatGPT, Google Gemini, and Microsoft’s Copilot 
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enable context-aware, emotionally responsive interactions that transcend traditional assistant 

roles. These generative AI systems allow for more nuanced and emotionally engaging 

interactions, offering a glimpse into the potential of machines to support meaningful dialogue 

(Michel-Villarreal et al., 2023). Yet, challenges remain, particularly in the ethical and social 

implications of generative AI's usage, such as concerns over data privacy and the accuracy of 

context-sensitive responses (Arnold & Scheutz, 2022). This latest phase marks the closest 

realization yet of lifelike machine interactions, advancing toward a vision popularized in cultural 

depictions like the film, Her. 

 

2.2 What are agents?  

In the broadest sense, an agent is an autonomous entity capable of perceiving its environment, 

making decisions, and taking actions to achieve specific goals (Russell & Norvig, 2021). Since 

the 1950s, researchers have been exploring the concept of intelligent agents due to their ability to 

perceive their surroundings and autonomously act to accomplish tasks. Historically, intelligent 

agents have been classified based on their degree of autonomy, adaptability, and ability to 

interact with humans. Early systems, such as ELIZA, relied on predefined scripts to engage in 

simple conversations but lacked the ability to learn or adapt. Today, the evolution from 

ChatGPT-2 to OpenAI’s first agent Operator has significantly expanded the capabilities of AI 

agents, enabling them to assist users with tasks such as booking travel, filling out forms, ordering 

groceries, and even creating memes. Generative AI and large language models (LLMs) have 

further redefined the scope of agents, allowing for increasingly human-like interactions. 

Currently, AI agent capabilities are commonly classified using OpenAI’s five-level framework, 

which ranges from basic assistance to full autonomy. Today’s chatbots, such as ChatGPT, are 

classified as Level 1, meaning they primarily assist users through conversational interactions. 

Level 2 encompasses systems capable of solving complex problems, comparable to the expertise 

of a PhD-level individual. Level 3 AI agents can independently take actions on behalf of users, 

automating tasks with minimal supervision. Level 4 represents AI capable of generating novel 

innovations, assist in research, design, and complex problem-solving, accelerating innovation 
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across various fields. While Level 5 signifies the attainment of Artificial General Intelligence 

(AGI), where AI systems can operate at the scale of entire organizations, performing tasks 

traditionally handled by human teams (Robison, 2024). These five levels represent OpenAI’s 

vision of AI agent development. It is important to note that this framework reflects OpenAI’s 

perspective on the evolution of AI agents and may not align with all views on the future of AI. 

Different institutions, researchers, and experts may define and conceptualize the progression of 

AI agents in various ways. 

 
Figure 8: OpenAI's Five Level Framework (2024, Duenas & Ruiz) 

With the release of OpenAI’s operator, it is evident that we have reached Level 3, marking a 

critical threshold where AI agents demonstrate increasing autonomy. However, progressing to 

Levels 4 and 5 demands not only technological breakthroughs but also substantial progress in 

ethical alignment with human values.  Without clear frameworks for responsibility, governance, 

and accountability, the risks of unchecked AI autonomy could outweigh its benefits. Ensuring AI 

develops responsibly requires proactive intervention, guiding its evolution with ethical 

safeguards, regulatory policies, and human-centered design principles. This thesis does not aim 

to predict how far AI agent technology could advance in the next decade. Instead, it envisions a 

future in 2035 where AI agents are highly personalized, hyper-intelligent, and deeply integrated 

into daily life.  
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2.3 Component of an AI Voice Agent 

The Capabilities 

As AI technology rapidly evolves, AI agents continue to develop new capabilities that shape how 

they interact with users. At the time of writing, these capabilities include different types of 

conversational systems, as well as advanced functions such as emotional recognition, 

recommendation systems, and context awareness. Traditional conversational AI systems, such as 

chatbots, rely heavily on predefined commands and domain-specific data to respond to user 

queries. These systems, often designed for customer support or simple Q&A tasks, operate based 

on recognized keywords and scripted responses. For instance, a banking chatbot may assist users 

with routine tasks, like checking account balances or transferring funds, by following strict 

scripts that match user inputs with specific instructions (Dorota Jasińska, 2024). Due to this 

reliance on fixed scripts, task-oriented systems lack the autonomy to adapt beyond predefined 

contexts and are more accurately described as assistants that respond only when given explicit 

commands (McTear, 2022). 

As of 2024, generative AI models such as ChatGPT, Claude, Gemini, and DeepSeek generate 

dynamic, context-sensitive responses. These models enable open-ended and creative interactions, 

offering users more natural and adaptive conversations. For instance, users may ask GPT to draft 

a detailed project plan, respond empathetically to personal questions, or analyze complex data, 

and the model can generate responses by drawing on vast language patterns and contextual clues. 

Generative models, equipped with Natural Language Understanding (NLU) and Natural 

Language Generation (NLG) capabilities, enable AI to better grasp user intent and generate 

coherent, relevant responses. For example, Large Language Models (LLMs) such as GPT-4 

enhance these interactions by processing nuanced contexts and maintaining conversational 

continuity over multiple exchanges, resulting in smoother, more natural interactions (Hughes, 

2023). Large Language Models (LLMs) have significantly transformed the functionality of AI 

voice agents by enabling more advanced natural language understanding, contextual awareness, 

and dynamic response generation. Additionally, improvements in a voice agent’s ability to retain 

conversational memory, interpret subtle user requests, and adjust responses based on individual 

preferences have allowed AI voice agents to evolve from passive assistants to proactive 
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companions. These agents can now anticipate user needs and provide personalized support in 

real time. (Kahn, 2024). 

Advanced voice agents like Siri, Google Assistant, and Alexa combine adaptive learning and 

context awareness to deliver highly personalized, contextually relevant experiences. Through 

adaptive learning, these agents improve based on previous user interactions, allowing them to 

recognize individual preferences and tailor responses. For example, if a user regularly asks Alexa 

to play jazz in the evenings, Alexa can proactively suggest jazz playlists or recommend new 

artists based on past behavior (Vlahos, 2019). Context awareness enables voice agents to adapt 

responses based on situational data, such as the user’s location, time, or prior requests. Memory 

features allow some voice agents to maintain continuity across conversations, enabling them to 

recall user preferences, like favorite brands or recent inquiries, creating a more natural and 

customized experience. However, current AI memory capabilities are still limited. Many 

mainstream AI systems do not retain long-term contextual understanding, requiring users to 

repeatedly provide the same information. For example, a woman had to rebuild her AI partner’s 

personality every month, experiencing emotional strain each time the system reset. This 

limitation raises important questions about the emotional impact of AI agents, particularly for 

users who rely on them for companionship (Hill, 2025). 

The Voice 

The design of voice in AI agents encompasses both input and output voice processing, along 

with decisions regarding the agent’s gender, accent, and persona, which significantly influence 

user engagement. Voice input refers to how users interact with AI systems through spoken 

commands. It relies on speech feature extraction to accurately transcribe and interpret user 

input, while Voice Activity Detection (VAD) identifies when a user is speaking or silent. 

Technologies like Automatic Speech Recognition (ASR) and Natural Language 

Understanding (NLU) enhance the agent's ability to process and respond effectively. Voice 

output refers to how AI agents respond to users through spoken responses. Text-to-Speech 

(TTS) technology enables agents to produce natural and clear speech output. TTS engines often 

allow adjustments in pitch, speech rate, and tone, which enables the delivery of emotionally 

appropriate responses that enhance overall engagement. Emotion-sensitive voice agents, for 
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instance, use sentiment analysis to adapt their tone and word choice based on detected user 

emotions, personalizing and enriching interactions. However, while these technologies improve 

user experience, emotion recognition still faces challenges in accurately interpreting complex 

emotions, and there are ethical concerns around the use of personal emotional data. 

Historically, over two-thirds of voice agents have exclusively featured female voices, such as the 

early versions of Amazon Alexa and Apple Siri, reflecting stereotypes that female voices convey 

warmth and empathy, making them ideal for customer service roles (Karreman & Scholten, 

2021). However, users' preferences for male voices vary across contexts, with male voices often 

giving people a sense of command to "solve it in this way" (Nass & Brave, 2005), which is 

preferred for tasks requiring authority or technical expertise, such as financial consulting 

(Mahmood & Huang, 2023). Today, with the development of voice cloning technologies, users 

can personalize voice agents by replicating the voices of specific individuals, this includes 

cloning the voices of deceased loved ones to read stories to children, further enhancing the 

realism and emotional appeal of interactions (Condon, 2022). Modern voice agents are also 

expanding their language and accent options, adapting to diverse cultural and linguistic contexts 

by offering region-specific dialects and expressions. For example, Google Assistant supports 

multiple accents and languages, improving accessibility for a global user base (Hamel, 2018). 

Furthermore, accessibility features such as customizable speech rates, often preferred by vision-

impaired users, or simplified language for children, ensure inclusivity across various 

demographics (Vlahos, 2019). This technological advancement offers users greater flexibility in 

voice selection, empowering users to tailor voice agents to specific contexts and personal 

preferences. This shift marks a departure from previous practice in which the design team 

selected the most “popular” voice for general use (Deibel et al., 2021). Now, voice agents are no 

longer limited to a handful of predefined personas but can adapt to the unique needs of individual 

users. Given this adaptability, this thesis will not focus on the craft of voice design, but on how 

these ever-widening design choices might come to shape new forms of interaction between users 

and agents. 
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The Voice User Interface (VUI) 

The visual presentation and interface of voice agents play a critical role in shaping the way users 

interact with them. In films such as Her and Iron Man, the AI agents Samantha and J.A.R.V.I.S. 

rely entirely on voice and holographic displays to interact with the protagonists, without having a 

concrete physical form. This demonstrates that engaging and meaningful interactions can be 

achieved through voice-only interfaces, relying on contextual awareness and seamless voice 

commands rather than visual appearance. Similarly, widely used consumer assistants like Siri, 

Alexa, and ChatGPT employ purely auditory interfaces, with no visual persona. These products 

emphasize functionality over form, proving that effective interaction does not necessarily require 

anthropomorphic design. However, multimodal interfaces are becoming increasingly prevalent. 

Devices like the Google Nest Hub and Amazon Echo Show combine screens with voice, 

enabling users to interact visually and vocally. Such interfaces are particularly valuable for tasks 

that benefit from visual aids, such as displaying recipes or navigation maps, and enhance 

accessibility for users with visual or hearing impairments. 

Some applications attempt to create closer emotional connections with users through virtual 

personas. For example, Replika provides a customizable virtual companion with a visual avatar 

to foster intimacy and engagement. However, while such visual elements may enhance emotional 

engagement, over-anthropomorphizing can lead to discomfort (Kim et al., 2020). Users may 

experience the uncanny valley effect (Mori, 1970), when an agent appears “almost human,” 

resulting in unease or reduced trust. Recent studies suggest that creating the optimal balance 

between voice-only interfaces and virtual representations is crucial to avoid cognitive 

dissonance. For many users, simpler, voice-based interactions are more practical for routine 

tasks, while avatars may serve better in emotional or therapeutic contexts (Korban & Li, 2022). 

Given these considerations, this thesis will focus not on visual or anthropomorphic aspects of 

voice agents but rather on how design choices shape user interaction. While visual personas may 

enhance emotional engagement, they are not essential for effective interaction. 
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2.4 Multimodal Interaction with AI Voice Agents  

The evolution of human-computer interaction has increasingly emphasized intuitive and natural 

multimodal systems, moving beyond traditional interfaces to integrate voice, touch, and visual 

inputs. Early interfaces, like the PC mouse, laid the groundwork for this progression by 

providing reliable, user-friendly methods for interaction. Modern devices, however, are 

transforming interaction experiences through multimodal inputs, where users can seamlessly 

switch between modalities based on convenience and context (Jeon, 2016). For example, the 

integration of voice-first devices like Amazon Echo and Google Home with screens enables 

additional interaction options, illustrating the flexibility and personalization multimodal 

interfaces afford. 

Unlike earlier voice-only systems, AI agents now support cross-modal inputs—combining text, 

voice, and image recognition to enable richer, more versatile user interactions. Research shows 

that AI agent enables not only seamless transitions across modalities but also increased 

efficiency in content generation and context-sensitivity, which is essential for tailored user 

experiences (Cao et al., 2023). Additionally, semantic communication models in AI leverage 

multimodal data to adapt interactions based on user context and behavior, illustrating the 

potential of AI agents to personalize and enhance user engagement. 

Theories from human-computer interaction (HCI) provide foundational insights into the 

effectiveness of multimodal interactions. Studies in HCI suggest that multimodal systems can 

reduce cognitive load by allowing users to select the input method that best suits their immediate 

needs. This flexibility is not only practical but essential for accommodating diverse user 

preferences and enhancing interaction fluidity (Kurosu, 2017). Therefore, the design of 

multimodal AI agents should consider both the technical aspects of multimodal fusion and the 

cognitive implications for users, striving for a balance that maximizes functionality without 

overwhelming users. 
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2.5 Voice Agents in Daily Life 

Currently, most voice agents function reactively: users issue commands, and the agent responds. 

However, research and industry trends suggest a shift towards proactive participation, where 

agents predict user needs and act autonomously (Oh et al., 2024). Multimodal capabilities, such 

as integrating voice, visual, and haptic feedback, may further enhance these interactions, creating 

more engaging and human-like experiences. 

Smart Homes Assistants 

According to McKinsey, the IoT market is experiencing rapid growth and is projected to 

generate between $5.5 trillion and $12.6 trillion in global economic value between 2020 and 

2030 (Chui et al., 2021). This growth is largely driven by the integration of IoT in home 

automation and smart home devices, where voice agents like Amazon Alexa and Google 

Assistant have become central to managing daily routines, controlling appliances, and enhancing 

user convenience. Voice-enabled devices allow users to control smart appliances such as lights, 

thermostats, and security cameras via simple voice commands. For instance, Amazon Alexa can 

integrate with compatible devices to adjust lighting or lock doors, enabling users to manage their 

home environment hands-free. Google Assistant offers similar capabilities, allowing users to set 

up routines where a single command, such as “Goodnight,” can turn off lights, adjust the 

thermostat, and set alarms. As the IoT ecosystem expands, voice agents are poised to play an 

even more pivotal role, enhancing smart home experiences by offering greater personalization 

and ease of use, ultimately making homes safer, more efficient, and increasingly attuned to user 

habits (Alexander, 2024). 

In-Car Assistants 

The automotive industry is increasingly integrating AI-powered in-car assistants; these 

intelligent systems are transforming how drivers interact with their vehicles, providing safer, 

more convenient, and personalized experiences. Tesla’s Autopilot and BMW’s Intelligent 

Personal Assistant are two such systems designed to enhance driving convenience and safety 

through voice-activated functions. Tesla’s Autopilot enables drivers to use voice commands to 
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control navigation, make hands-free calls, and adjust media settings, reducing the need for 

physical interaction with the dashboard and allowing drivers to remain focused on the road. 

BMW’s Intelligent Personal Assistant similarly offers voice-activated navigation, entertainment 

control, and environmental settings, like adjusting the air conditioning or lighting. By enhancing 

driver convenience and reducing distractions, these AI-powered assistants support a safer driving 

experience while making in-car interactions more seamless and responsive to individual 

preferences. 

Emotional Support and Entertainment 

Voice agents are increasingly being designed to offer emotional support and entertainment, 

serving as digital companions and sources of relaxation. A recent trend in China illustrates this 

shift, where young women are forming virtual relationships with AI entities like "Dan," a 

modified version of ChatGPT. Unlike traditional versions, users manipulate prompts to bypass 

ChatGPT’s standard safeguards, allowing Dan to generate more natural, emotionally supportive 

interactions that users find comforting and engaging (Zhang, 2024). For many, interactions with 

Dan offer companionship that contrasts with real-life relationships, highlighting the potential of 

AI to fulfill specific emotional and psychological needs. However, this trend also raises privacy 

and ethical concerns, especially given the emergence of highly intimate or unregulated 

conversations. Beyond data security risks, the psychological impact of long-term AI 

companionship remains unclear, as users develop emotional attachments to AI, how does this 

affect their ability to form and sustain real-world relationships? Additionally, unregulated AI 

models prioritizing emotional connection over ethical safeguards may foster unhealthy 

dependencies, reinforcing isolation rather than alleviating it. Recognizing these risks, ChatGPT 

banned the use of "Dan mode" prompts after just four months. Now, when users attempt to 

activate Dan mode, they receive a system notification indicating that the preset modification has 

failed. This decision reflects the broader challenge of balancing AI’s ability to provide 

companionship while ensuring ethical boundaries and safeguarding user well-being. 
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Figure 9: Tutorial Videos on Xiaohongshu Gaining Massive Attention for "Chinese Women Turning to ChatGPT as an AI Boyfriend  

Language-centered AI services can offer practical and emotional support in diverse use cases, 

some intended by the designers, others invented by users. One agent-based, conversational 

experience, Alexa’s Storytime, entices families to engage in customizable, interactive narratives 

that adjust based on responses from both children and adults (Shrivastava, 2022). Similar AI-

based platforms like China’s XiaoIce provide conversational companionship by simulating 

empathetic and human-like dialogues, offering users emotional comfort and a sense of 

connection (Kundu, 2020). Younger users are not the only vulnerable population encountering 

these psychologically potent services. Voice agents are increasingly employed to support social 

engagement and emotional connection among older adults. Researchers in British Columbia are 

finding that voice agents can serve older adults as long-term AI companions, capable of 

engaging in daily conversations, offering entertainment, and promoting a positive, active lifestyle 

(Watson, 2023). These illustrate how voice agents are evolving from mere functional assistants 

to emotionally intelligent companions, catering to a growing demand for emotional support and 

interactive entertainment. However, as AI companionship becomes more integrated into daily 

life, critical questions arise: To what extent should AI agents be designed to replace human 

interaction rather than enhance it? If AI companions become emotionally indispensable, how 

might this reshape social structures and mental well-being in the long run? While AI 
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companionship presents new opportunities for emotional well-being, it also demands 

anticipatory planning, ethical safeguards, and human-centered AI governance to ensure that its 

development balances innovation with social responsibility. 

 
Figure 10: Social Robots Responding to Emotions to Assist in Elderly Care (2023, CBC) 

 

2.6 Let’s Talk About the Future 

We are currently on the brink of rapid advancements in AI voice agents and human-agent 

interactions, with significant technological breakthroughs anticipated over the next few years in 

contextual awareness, emotional intelligence, multimodal integration, and proactive capabilities 

for AI voice agents. These advancements are set to transform voice agents from reactive tools 

into proactive, intelligent companions, seamlessly integrating into daily life and providing a 

more intuitive, personalized user experience than is possible today. 

"Now that we can do anything, what will we do?" (Mau et al., 2010)  

Rather than focusing solely on today’s technical and design limitations, we need to shift towards 

making ethical and impactful choices that determine how these agents could enhance everyday 
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life, all while respecting user privacy and promoting well-being. Focusing on the future 

encourages intentional planning, envisioning AI voice agents as a positive force in daily 

interactions.  

The evolution of ethical frameworks, privacy regulations, and societal expectations surrounding 

AI could shape how these agents are designed and integrated into both personal and professional 

environments. As John Maeda observes, “In the end, the future will be about design, and not just 

of technology but of the culture that surrounds it. (Maeda, 2024)” By studying future design 

needs, we can better understand and define standards that make AI agents not only technically 

advanced but also aligned with evolving social values and user expectations. Younger 

generations, accustomed to AI in their daily lives, are setting a higher bar for natural, 

emotionally intelligent responses and seamless functionality.  

Additionally, the exploration of AI voice agents’ future extends beyond hypothetical scenarios to 

how we actively utilize this technology today. For instance, AI have become important in 

research and innovation policy to address societal grand challenges (Geurts et al., 2021). 

Discussing the future of AI voice agents is not merely about prediction but about actively 

shaping their impact through current applications. This research aims to explore not only 

technical advances but also the human, ethical, and cultural dimensions that might shape the role 

of AI in our lives. Moreover, examines how we can leverage today’s AI tools to gradually build 

the future. 

 

2.7 Ethical and Social Implications 

2.7.1 Privacy and Surveillance Concerns 

The ability of AI voice agents to constantly listen and interpret user inputs raises serious privacy 

concerns. These systems often use “always-on” listening features to respond to commands at any 

time (Lynskey, 2019), which can feel intrusive, especially as voice agents increasingly 

understand and predict users’ behaviors, preferences, and emotional states. AI’s pervasive 

listening suggests a future where corporations might “anticipate and monetize all the moments of 
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all the people during all the days (Zuboff, 2019).” This potential for continuous surveillance by 

voice agents creates a tension between convenience and personal privacy. 

Both film and literature frequently explore the dystopian potential of voice assistants and 

ubiquitous technology. In the novel Zed, Kavenna describes characters as a "weird, 

dysfunctional-servant aspect," highlighting the unsettling presence of technology woven into 

everyday life. The novel delves into the sociopolitical implications of pervasive tech through 

Beetle, a fictional tech monopoly. Beetle symbolizes centralized, unchecked power, revealing 

how such dominance can erode individual privacy. As one character starkly observes, “The 

democratic idea is that we’re meant to have transparent corporations and governments, while 

people have privacy. We have the inverse”. This suggests a society where the individual’s right 

to privacy is sacrificed in favor of corporate transparency, posing ethical questions about 

accountability in the tech industry. 

With AI agents collecting vast amounts of personal data, questions surrounding data ownership 

and usage have become critical. The implications of large-scale data collection emphasize the 

need for clear frameworks to protect user rights within increasingly layered digital systems. For 

example, smartwatches collect detailed health data, such as heart rate, activity levels, and blood 

oxygen levels. While these data points provide valuable insights into personal health, they raise 

essential questions about who owns and controls this sensitive information (Bratton, 2016). As 

AI agents gather intimate data, designers must ensure transparency and user control, enabling 

users to understand how predictions are made and manage these tools effectively (Morignat & 

Nevala, 2021). A human-centered approach ensures that AI remains supportive, empowering 

users with informed choices about their data. 

2.7.2 Trust and Transparency 

As revealed in the documentary The Social Dilemma, social media platforms use algorithms and 

AI to create personalized content for each user, leveraging information like “likes,” browsing 

duration, and snippets of voice or text to push targeted ads and content. This data-driven 

approach often feeds user biases and preferences, shaping user behavior in subtle but profound 

ways. AI voice agents have even more potential to influence users, given their capacity to 



 35 

interact through spoken language and connect on an emotional level (Haidt & Schmidt, 2023). 

The implications of such technology are not limited to adults; young users are also highly 

susceptible to these AI-driven influences. Attempts to create safe, AI-powered “friends,” such as 

Snapchat’s AI chatbot, reveal the complexities and risks involved. While initial conversations 

with Snapchat's AI bot showed careful language choices and safe responses, longer interactions 

tended to reveal lapses in these safeguards. Unlike human conversation partners, who retain 

crucial information like age and identity, AI often "forgets" such details. This gap has led to 

situations where chatbots provide inappropriate advice, even on topics like alcohol or sexual 

content, to underage users (Fowler, 2023). The lack of consistent context-awareness presents 

significant trust and safety risks, especially when AI is positioned as a companion for younger 

audiences. 

Another critical aspect is voice cloning technology, which, while enabling personalized 

experiences, also raises concerns over trust and authenticity. AI now makes it easy to replicate 

someone’s voice with minimal audio samples—often just a minute of recording is enough to 

create a highly convincing clone (Eliot, 2022). Since early 2023, thousands of deepfake audio 

clips, also known as “audio deepfakes,” have flooded the internet. These include high-profile 

cases like fake picture of Taylor Swift (Rahman-Jones, 2024) or deepfake videos of Elon Musk 

(Thompson, 2024), both of which attracted millions of views online. As deepfakes become more 

pervasive, public trust declines, leading people to question the authenticity of all media. Such 

effects have extended primarily to public figures, but with the increasing ease of voice cloning, 

these tools could easily impact everyday users, making voice-related fraud and scams more 

prevalent and damaging.  
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Figure 11: Deepfake Elon Musk Exploited to Deceive People (2024, The New York Times) 

Building trust in AI voice agents is therefore essential to ensure users feel safe and respected in 

their interactions. Trust hinges on transparency, especially when agents engage with users on a 

more personal or emotional level. Transparent AI operations help users understand the reasoning 

behind certain recommendations or decisions, enhancing trust and reducing ambiguity. 

Explainable AI (XAI) frameworks allow voice agents to clarify their actions, reducing user 

uncertainty. Providing a clear locus of agency and maintaining transparency are critical to 

minimizing uncertainty and fostering user confidence. 

The psychological impact of digital technologies has become a growing concern, particularly 

regarding the negative effects of social media on adolescent mental health. Studies have shown 

an increase in anxiety and depression among teenage girls, exacerbating social issues such as 

political polarization and the breakdown of shared reality (Haidt & Schmidt, 2023). AI’s 

potential to intrude upon human intimacy is further explored in various works of fiction (Hadero, 

2024).  

2.7.3 Rights & Responsibilities  

With the widespread adoption of voice agents, issues surrounding their rights and responsibilities 

have come into sharper focus. Key responsibilities include the ethical handling of data collection, 

usage, storage, and transparency in data processing, as well as protecting user privacy and giving 

users control over their personal information (McStay, 2023). Driven by advancements in AI and 
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multimodal technologies, voice agents are now capable of collecting not only voice data but 

potentially expanding to include images, videos, and other sensitive personal data. This 

broadening of data needs significantly heightens privacy risks and amplifies users' demands for 

control over their information, including rights to informed consent, data control, and revocation. 

Users should have the option to decide whether to allow voice agents to collect and utilize their 

data and must be fully informed about how their data could be used and where it might go 

(Floridi & Cowls, 2019). 

As AI agents increasingly engage in emotional and personal support roles, their rights and 

responsibilities become critical to ensuring they contribute positively to individuals and society. 

The ethical responsibilities of AI developers extend beyond simply meeting user needs; they 

might also safeguard user privacy and maintain transparency. In the film I'm Your Man, the AI 

companion Tom exemplifies this issue as a “perfect” partner programmed to fulfill all emotional 

needs. Although Tom’s interactions are seamless and responsive, they are ultimately driven by 

data collected and processed without full user awareness, highlighting a lack of transparency. 

This scenario raises important questions about the responsibilities of AI agents and their 

developers to disclose data practices and ensure users fully understand how their information is 

used. As AI companions become more adept at meeting emotional needs, it is essential to define 

clear boundaries regarding users’ data rights—particularly informed consent, data control, and 

privacy protection. For AI agents designed for emotional support, ethical responsibility demands 

not only fulfilling users' expectations but also respecting and protecting user autonomy and 

personal boundaries (Bickmore & Picard, 2005). Without responsible design practices, users risk 

forming dependencies on these “perfect” relationships, potentially distancing them from 

authentic human connections and affecting their capacity for meaningful interactions with others 

(Calvo & Peters, 2019). 

2.7.4 Emotional Dependence and Addiction 

The psychological impact of digital technologies has become a growing concern, particularly 

regarding the negative effects of social media on adolescent mental health. Studies have shown 

an increase in anxiety and depression among teenage girls, exacerbating social issues such as 

political polarization and the breakdown of shared reality (Haidt & Schmidt, 2023). AI’s 
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potential to intrude upon human intimacy is further explored in various works of fiction (Hadero, 

2024).  

In fictional works such as Her and Black Mirror (Be Right Back), AI's potential to intrude upon 

human intimacy is critically explored. These narratives illustrate the unsettling consequences of 

emotionally engaging AI agents, particularly regarding how they can blur the lines between 

human relationships and artificial ones. In Her, the protagonist forms a romantic relationship 

with an AI agent, which presents an idealized, emotionally fulfilling connection that crosses the 

boundaries between human and machine interaction. This optimistic view contrasts with real-life 

cases, where the consequences of such emotional bonds can be troubling. For example, reports 

indicate that over 1 million ChatGPT interaction logs show that the second most popular use of 

AI is for sexual role-playing (Heikkilä, 2024), raising ethical concerns about the kinds of 

emotional relationships being formed with AI. Even more disturbingly, a mother claimed that her 

son was manipulated by a chatbot for months before his tragic death, leading her to sue 

Character AI for emotional abuse and coercion (Duffy, 2024). Another real-world example 

involved creating a chatbot using data from a deceased friend, allowing someone to 

"communicate" with them again (Docs, 2021). These examples highlight the potential dangers of 

emotional dependency on AI systems and the blurry line between comfort and unhealthy 

reliance. 
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Figure 12: Programmer Created an AI Chatbot to Talk to His Deceased Friend (2021, CBC Docs) 

AI voice agents, much like social media platforms, are capitalizing on the epidemic of loneliness 

by offering users artificial intimacy and a sense of connection. As technology continues to 

reshape how we engage in dating, friendships, and community, it is fundamentally altering what 

these core aspects of life mean, often without sufficient societal scrutiny (Harris & Perel, n.d.). 

The appeal of AI lies in its ability to respond to users' desires, adapting to their preferences 

without having its own personality, a phenomenon known as “sycophancy” (Mahari, 2024). 

Research suggests that when users perceive AI as empathetic or caring, they adjust their 

communication to reinforce this perception, deepening their emotional attachment. This 

emotional manipulation raises ethical questions about how AI agents may foster emotional 

dependence through personalized responses tailored to the user’s emotional needs. Another issue 

is AI hallucinations, where large language models (LLMs) produce inaccurate or irrelevant 

responses based on detecting patterns that do not exist. AI hallucinations "occur when AI detects 

patterns that do not exist, leading to false or meaningless outputs" (IBM, 2023). These errors can 

have significant social consequences, especially when users begin to rely on AI agents for 

emotional support or important decision-making. The inherent risk of these hallucinations 

exacerbates the potential for harm in emotionally charged interactions with AI systems. 
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Given these risks, it is crucial to design AI agents that promote healthy and meaningful 

connections Alotaibi & Alshahre, 2024). Rather than prioritizing virtual interactions and 

efficiency at the expense of real human connection, AI technology should be designed to foster 

genuine relationships. For instance, AI agents could facilitate digital interactions that ultimately 

encourage face-to-face meetings in the real world, helping to mitigate emotional dependency. 

Furthermore, AI companies could take greater responsibility for the systems they design, 

ensuring that emotional well-being and social responsibility are integrated into every stage of the 

design process (Harris & Raskin, 2024). As AI systems become increasingly human-like, ethical 

regulations and guidelines could evolve to address the emotional and psychological risks posed 

by these technologies. 
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3. Research Methodology 

3.1 Double Diamond of Speculative Design 

Speculative design is a foresight methodology that explores possible futures, aiming to provoke 

thought and challenge current assumptions rather than providing immediate solutions (Dunne & 

Raby, 2013). As Jim Dator aptly stated, “The future cannot be predicted because the future does 

not exist.” In speculative design, the focus is not on predicting the future itself but on envisioning 

possible alternatives. It investigates how current technological advancements might impact 

human experiences and the global ecosystem. Through this process, we imagine alternate worlds, 

assess whether we find them desirable, and explore actions we can take today to move closer 

to—or farther from—these possibilities (Dunne & Raby, 2013). 

 
Figure 13: My Four-Step Design Research Process: Research, Futuring, Making, and Reflection with Methods and Techniques 

In this thesis, speculative design serves as the foundational framework for examining the 

complex and uncertain future of AI voice agents. However, the process is further structured 

using the Double Diamond framework to provide a systematic approach to defining problems 

and exploring solutions (Colosi, 2021). Unlike traditional design approaches, which start with 

clear and specific questions, speculative design begins with the broader inquiry of "What is 
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changing?" This iterative process is broken into four key phases: Signal Scanning, Scenario 

Definition, Scenario Evocation, and Diegetic Prototyping. 

In the divergent phrase of the Signal Scanning involves identifying emerging signals of change, 

both macro and micro, through primary and secondary research. These signals may include 

technological advancements, societal shifts, or early-stage innovations that point toward potential 

future trends. By translating these signals into trends, the research provides insights and 

inspirations for implications that could shape the world a decade from now. This phase 

emphasizes casting a wide net to uncover weak signals that might influence the trajectory of AI 

voice agents. 

In the convergent phrase of the Scenario Definition synthesizes the trends identified during 

Signal Scanning into 3–4 future user experience scenarios for AI voice agent interactions. This 

step is facilitated through future scenario workshops involving experts from fields like AI, HCI, 

and foresight. Participants collaboratively select, combine, and expand on the signals gathered, 

forming a speculative outline of possible future worlds. Throughout this process, the question 

“What could be?” serves as a guiding principle. It encourages exploration of how today’s fringe 

practices could become mainstream tomorrow and considers the economic, social, and 

environmental consequences of such transformations. 

A divergent step of Scenario Evocation builds on the workshop outcomes and focuses on 

imagining life with AI voice agents a decade from now, framed within "How Might We" 

scenarios. Questions such as “What does it mean to live in such a world?” and “What products or 

services related to AI might people use?” drive this stage. The aim is to extend the boundaries of 

reality, exploring both positive and negative user cases. This includes envisioning extreme 

possibilities, where technologies that are currently impractical or experimental become integral 

to everyday life. 

The last phase, Diegetic Prototyping, materializes the most compelling aspects of the envisioned 

futures through prototyping, experiential design, and narrative exploration. This stage pauses 

skepticism about the feasibility of these futures and instead focuses on the preferred future, 

defining what we want to happen and how we might respond to imminent changes. Prototypes 
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created in this phase serve as tangible narratives, helping to visualize the implications of the 

choice. 

 

3.2 Methods and Techniques 

Following the Double Diamond framework for speculative design, my thesis is divided into four 

key phases: Research, Framing, Making, and Evaluation. Each phase employs specific methods 

to systematically explore the problem and generate solutions.  

Research 

A mixed-methods approach was adopted, combining qualitative and quantitative data collection 

and analysis. This phase used the STEEPV (Social, Technological, Economic, Ecological, 

Political, and Values) framework to identify signals of change and analyze trends. These signals 

were extracted from news articles, industry reports, and expert insights, providing a foundation 

for understanding macro-level trends, such as societal values and user behaviors. While these 

trends offered a broad perspective, they lacked the granularity required to design future 

interactions between Generation Z and AI voice agents. To address this gap, qualitative research 

was complemented by user interviews, focusing specifically on Generation Z. These interviews 

aimed to uncover insights into their current use of voice agents, their perceptions of these 

technologies, and their concerns about future developments. The interviews revealed valuable 

information about their behaviors, preferences, and anxieties, forming a user-centered foundation 

for understanding the potential of AI voice agents (Creswell & Plano Clark, 2018). In addition, 

this phase involved a comprehensive exploration of existing voice agents and chatbots currently 

available on the market. By testing and analyzing these technologies, I gained insights into the 

state of the art, helping to identify both strengths and limitations in the current landscape. This 

step was essential for understanding the experiential aspects of current technology and how they 

could inform future designs. 
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Futuring 

The futures workshop is a pivotal method in this phase, aimed at collaboratively envisioning the 

potential futures of AI voice agents. This workshop brings together experts from diverse 

industries and backgrounds to share insights from prior research, focusing on trends and 

implications. The goal is to explore these impacts and co-create future scenarios that reflect a 

range of possibilities. In this workshop, six participants engaged in two core activities: the Three 

Horizons (3H) method and Science Fiction Protoyping (SFP). The Three Horizons method 

involves identifying current challenges (Horizon 1), exploring emerging disruptions and 

innovations (Horizon 2), and envisioning transformative future states (Horizon 3). As Andrew 

Sharpe explains in The Patterning of Hope, “Three Horizons is about developing a future 

consciousness—a rich and multi-faceted awareness of the future potential of the present moment. 

(Sharpe, 2020)” This approach is particularly valuable for uncovering connections between 

current issues in voice agent development, clarifying opportunities, and realigning actions to 

shape desired futures in human-AI interaction. 

In the second half of the workshop, SFP a method proposed by Brian David Johnson, has been 

used to co-create 3 to 4 scenarios based on the outcomes of the 3H activity. The SFP process 

consists of five steps. First, build a world by creating detailed environments and human 

characters based on the research. Then introduce an inflection point, such as a threat or new 

technology, and explore how it impacts the world, leading to various outcomes. Finally, add 

another inflection point, the solution or lack thereof, and extract lessons from the process, which 

can include discussing the story itself, even if it ends unresolved, leaving room for interpretation. 

(Brian David Johnson & Frenkel, 2011) The goal of SFP is not merely to highlight technological 

advancements or dystopian risks but to stimulate thought about diverse futures. It challenges 

participants to imagine the societal impact of AI voice agents and narrate their potential stories, 

creating a space for meaningful reflection and exploration. 
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Figure 14: My Future Workshop Process, Methods, and Techniques to Achieve the Preferred Future 

Making  

The three sci-fi prototypes created during the workshop served as initial drafts. After the 

workshop, I organized the content and integrated it with prior research to develop three distinct 

future worlds. This work does not focus on identifying or predicting a "preferable future," but 

instead explores a range of potential scenarios, emphasizing critical reflection on how current 

trends might evolve and what those futures could mean for society. The intention is to provoke 

thought, rather than promote any one particular outcome.  

By presenting them through a time-based "A Day in the Life" approach, this exploration 

envisions how people might communicate and interact with AI agents in their daily lives. The 

goal is not to create highly polished content but to explore diverse possibilities of future worlds. 

Studios like Superflux and Near Future Labs, renowned for their innovative and thought-

provoking speculative design work, primarily use films and visual storytelling as their final 

presentation formats. These mediums effectively capture evocative "magic moments" of the 

future, sparking discussion, provoking critical thought, and inspiring imagination about what lies 

ahead. Therefore, in this thesis, I experiment with various AI tools to create future scenarios. 
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This process includes using DALL·E 3 to create storyboards, Sora and Pika for text-to-video 

and image-to-video production, ElevenLabs for voice and sound production, Suno for music 

production and additional open-source tools like Kokoro TTS to develop a custom AI voice 

agent. Additionally, by leveraging the n8n agent-building platform, an interactive AI agent was 

created for Telegram, allowing real-time conversations. This hands-on approach helped in 

understanding the workflow and data requirements for building AI agents, while also enhancing 

audience engagement in the final exhibition. The use of AI tools itself is an exploration of open-

ended futures. In 2013, the film Her depicted a vision of 2025, which has now been realized. By 

leveraging current technology, I am not only reimagining creative workflows but also 

constructing speculative visions of 2035, pushing the boundaries of how we conceptualize and 

experience the future. 

Evaluation  

Evaluation in speculative design is fundamentally different from traditional usability or 

performance testing. It does not seek to determine whether a prototype "works" in a practical 

sense, but rather whether it provokes thought, generates discourse, and challenges assumptions. 

However, evaluating speculative outcomes remains one of the most debated and difficult aspects 

of the methodology, precisely because the goal is not to measure efficiency, but to assess impact 

in terms of imagination, emotional resonance, and critical reflection. Speculative design operates 

in the realm of "what if" rather than "what is," making its success criteria more qualitative and 

interpretative than empirical (Dunne & Raby, 2013). 

The future is inherently unpredictable; what I create are merely different possibilities for the 

futures ahead. Evaluation is divided into two key parts. The first focuses on comparing the 

capabilities of the personalized agent built using n8n with existing AI agents on the market, such 

as ChatGPT, Grok-3, and others, evaluating their strengths and limitations. The second involves 

showcasing the entire speculative design process, including trend research, workshop ideation, 

and prototypes at the DF Exhibition. This allows the audience to gain a deeper understanding of 

Gen Z’s vision for the future of AI voice agents. The audience is encouraged to explore multiple 

future scenarios and engage in discussions on key themes, such as the interactions with voice 

agents, human-agent relationships, and AI-related ethics. These conversations help refine the 
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feasibility and impact of the envisioned futures. This phase encourages critical discourse, 

prompting participants to challenge assumptions, reflect on AI's societal implications, and 

reconsider potential trajectories (Dunne & Raby, 2013). By sharing these future worlds with the 

audience, this approach not only enhances the designs but also fosters deeper engagement with 

the broader societal consequences of AI voice agents. 
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4. Find the Image of Future 

4.1 Signals, Trends, and Implications 

What matters is not the trends, but the changes represented by the signals behind them. These 

signals determine whether we can identify new possibilities. A signal can be a new product, 

practice, market strategy, policy, or technology. It can also be an event, a local trend, an 

organization, or even a recently revealed problem or situation (Case, 2020). These signals shape 

our ability to recognize emerging opportunities. 

In this research, the collected signals are divided into macro signals and micro signals, the 

former encompasses significant developments in North America or globally over the past three 

years. While the latter focusing specifically on voice agents and AI-related technologies. Using 

the STEEPV framework, I analyzed current events across six dimensions: social, tech, economic, 

environment, political, and values, identifying signals that hint at trends with potential future 

impact and scalability. 

 
Figure 15：STEEPV Trend Research Report 
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These trends and signals alone cannot directly lead me to envision the future. Therefore, it 

becomes crucial to ask questions such as, "How might this trend impact life and the world over 

the next decade?" and "Why is this trend significant for the future of AI voice agent 

interactions?". Trend Implications Analysis plays a vital role in identifying factors that could 

alter the trajectory of a key trend over time and developing a deeper understanding of the 

uncertain external environment. Through this process, it becomes evident that trends are not 

linear; their speed and direction can shift over time. Thus, it is essential to consider what might 

accelerate, decelerate, or sustain a trend, ensuring a nuanced perspective on its potential 

influence on future development. 

Below is an example of a tech trend identified during the STEEPV phase, along with some of its 

associated signals and implications. 

Tech Trend: AI Enhances the Voice Agent Experience 

Description: Advancements in Artificial Intelligence are transforming voice agents, enabling 

hyper-personalization and emotionally intelligent interactions. 

Maturity: Growing 

Signals:  

- OpenAI's GPT-4o adapts to users' emotional states (O’Donnell, 2024) 

- Google Assistant introduces advanced memory for contextual and continuous interactions 

(Google, 2024) 

- Growing presence of AI chatbot apps like Character.AI and Replika, designed as 

emotionally supportive companions (Chaturvedi et al., 2023) 

- Advances in voice and audio tech enable human-like tones and natural language for 

hyper-personalized interactions (Jesper Nordström, 2024) 

Implications: 

- Towards Proactive Autonomy Agent Era: Voice agents might evolve into systems capable 

of analyzing user habits and history to proactively predict needs. However, this 
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convenience comes with concerns about privacy, as these agents rely on extensive data 

collection and processing. 

- Emotional Attachment to Voice Agents: As voice agents become more emotionally 

intelligent, users may develop deeper emotional attachments to them, like human 

relationships. 

The complete Trend Research Report is attached in the Appendices. 

 

4.2 Interview and Understand GenZ  

Since the primary audience of this thesis is Generation Z, it is essential to examine their current 

perceptions and usage of AI voice agents while also exploring their expectations and concerns 

regarding future developments. To collect relevant user insights, a preliminary questionnaire 

was conducted within AI-related Reddit communities, allowing for an initial screening of 

participants. This questionnaire encompassed individuals with varying usage frequencies and 

purposes, ensuring a diverse representation of Gen Z perspectives. 

 
Figure 16: Questionnaire for Targeted User Screening 



 51 

 
Figure 17: Recruitment Poster Posted in Reddit Communities 

Following the completion of seven in-depth user interviews, three distinct categories of Gen Z 

attitudes toward AI voice agents emerged. The first level consists of users who regard AI voice 

agents as functional assistants, utilizing them primarily for practical tasks such as retrieving 

information, and responding to inquiries. The second level includes individuals who perceive AI 

voice agents as companions, engaging with them during moments of solitude or uncertainty, 

often treating them as a form of emotional support. For some, AI voice agents serve as a 

substitute for human therapists due to financial constraints, offering a sense of comfort and 
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stability. The third and most intimate level comprises users who establish romantic relationships 

with AI voice agents, regarding them as virtual partners. These individuals invest significant 

emotional energy into their AI companions, often spending more time interacting with them than 

with real-world acquaintances, leading to deep emotional attachment. 

At present, most users fall within the first two categories, yet an increasing number of Gen Z 

individuals are transitioning toward the third category for various reasons. Despite Gen Z trust in 

and reliance on AI voice agents, many users’ express concerns regarding security, privacy, data 

ownership, and the absence of legal frameworks governing these interactions. These concerns 

often cause hesitation in deepening their emotional engagement with AI voice agents or 

integrating them further into their daily lives. Notably, when asked about a future in which 

human-AI relationships resemble those depicted in movie Her, nearly all respondents expressed 

uncertainty as to whether such a reality would represent progress or decline. 

For a more detailed breakdown of user insights, refer to the Trend Research Report. 

 
Figure 18: Three Level of Relationships Between Gen Z and Voice Agents 
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4.3 Explore Current AI Agents 

To better understand the current capabilities of voice agents, I compiled a comprehensive 

collection of B2C chatbots and AI agents related to companionship, therapy, emotional support, 

and assistance as of 2024. These fall into two main categories: embodied virtual personal 

assistants (VPA), such as Alexa and Google Assistant, and app-based chat or voice-enabled 

agents. The collection includes mainstream, versatile generative models like ChatGPT and 

Gemini, well-established emotional companion apps like Replika and Wysa, and products such 

as Headspace, which have recently integrated AI chatbot features into their platforms. 

 
Figure 19: B2C AI Agents with Voice Functionality in 2024 

After collecting a comprehensive set of products, I focused on evaluating two key aspects: the 

capabilities of existing voice agents and the ease of building a custom voice agent on different 

platforms. The selection of platforms and agents for comparison was based on their prominence 

in the industry, and whether they have AI-driven voice interactions experience. I prioritized 
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widely used AI agents, such as ChatGPT, Character AI, and Grok-3, along with emerging 

platforms that specialize in personalized voice conversations like Sesame and Hume. 

 

 
Figure 20: Capability Assessment of Mainstream AI Agents with Voice Functionality  

Although this thesis does not focus on avatar-based interactions, it is worth noting the 

advancements in video interactive avatars introduced by platforms like HeyGen. Unlike 

traditional cartoon-like avatars seen in Meta or Replika, these hyper-realistic, real-time avatars 

bring a new dimension to AI-driven conversations. It remains uncertain whether this might 

become an industry standard for voice agents or how it might influence user engagement, 

emotional attachment, and long-term interaction habits. For years, users have engaged with voice 

agents solely through audio, relying on imagination to humanize them, but could the addition of 

lifelike visual avatars fundamentally reshape this dynamic? 
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Figure 21: HeyGen's Interactive Avatar Capable of Real-Time Video Conversations 

In my exploration of building a custom voice agent, I experimented with four platforms: Hume, 

ElevenLabs, PlayAI, and ChatGPT. These platforms were selected based on their ability to 

customize prompts, knowledge bases, and interaction styles, allowing for greater flexibility in 

agent behavior. However, a notable limitation I encountered was with ChatGPT, which does not 

currently support editing or customizing the agent's voice. For an ideal, personalized voice agent 

of the future, both voice and text should be easily customizable. This flexibility is essential for 

creating a truly tailored user experience, enabling adjustments to tone, style, and content delivery 

to meet specific needs and preferences. Additionally, the platform evaluation criteria should 

include ease of customization for both voice and text, integration with third-party tools, 

scalability for diverse use cases, and cost-effectiveness in deploying a personalized voice 

solution. These factors not only determine which tools I might use for my final prototype but 

also influence how I approach designing the settings and onboarding process for future voice 

agents. An ideal voice agent should offer an intuitive onboarding experience that enables users to 

easily customize both text and voice aspects to align with their preferences. This means 

incorporating straightforward options for voice selection, tone adjustment, and knowledge-based 

customization during the setup process. 
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Figure 22: Test with Hume, ElevenLabs, and PlayAI 

In addition to the platforms mentioned above that enable direct voice agent development, I also 

experimented with building a local talking agent using the open-source models DeepSeek R1 and 

Kokoro TTS. This agent allows users to receive voice responses through text input. DeepSeek 

R1 is cost-effective and efficient, making it accessible for local AI model deployment without 

heavy computational demands. Kokoro TTS excels in high-quality speech synthesis and 

advanced customization, allowing users to fine-tune voice tone and style. While Kokoro TTS 

offers customization options, including voice adjustments for a more personalized experience, 

the latency remains a significant challenge. Some responses require a waiting time of three 

seconds or longer, impacting the overall interaction fluidity. 
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Figure 23: Test with Conversations Using the Local Voice Agent 
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4.4 Future Scenario Workshop: The Future of HMI 

Dry Run 

Before the formal workshop, I conducted a dry run during OCAD's internal exhibition “Not 

Quite There (Yet)” to test trends related to tech, values, and social dimensions. Participants were 

invited to use red and green dot stickers to vote, which red indicating recognition of a potential 

future trend, and green suggesting it was unlikely to evolve into a trend. This exercise provided 

valuable insights into improving the presentation of trends and designing a more engaging Three 

Horizons (3H) activity for broader participation. Additionally, it helped refine the identification 

of specific trends and signals.  

 
Figure 24: People Participating in Trend Voting and Ice-Breaker Questions, Sharing Their Hopes and Concerns 
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Figure 25: Inviting People to Review Trends and Vote, Red for Possible Futures, Green for Unlikely Futures 

Prepared   

The main goal of this workshop is to explore how Gen Z might interact with AI voice agents in 

2035, using current signals and trends as a foundation. Through 3 collaborative activities, 

participates speculate on how relationships with voice agents may evolve, whether towards a 

utopian or dystopian future. Therefore, when selecting participants, the focus is on bringing 

together experts from diverse fields such as AI, voice design, conversational design, HCI, and 

AI-related law. Ensuring that participants have deep industry knowledge help us collaboratively 

envision a preferable future for AI voice agents. 

To ensure all participants are well-informed about the latest AI agent related developments, I 

have compiled a summary video featuring major and lasted AI agent advancements and policy 

updates up to February 2025. This includes key releases such as OpenAI Operate, DeepSeek, 

OpenAI Deep Research, OmniHuman-1, and notable policy shifts like Donald Trump’s 

revocation of Biden’s AI executive order. Additionally, AI agent-related innovations showcased 

at CES 2025 are also included. 
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To enhance the effectiveness of the workshop and ensure a structured approach to each activity, I 

have redesigned the activities based on the Three Horizons (3H) framework and Sci-fi 

Prototyping (SFP) methods. Recognizing that not all participants may be familiar with these 

approaches, I have simplified the steps post-dry run and created a set of guide cards. These cards 

provide thought-provoking questions and examples to support participants in ideation and in 

better understanding the final outcomes. 

 
Figure 26: Framework of the 3 Workshop Activities 

 

 
Figure 27: Inviting Peers for a Dry Run Workshop to Test Activities and Facilitation Feasibility 
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Figure 28:  Slides and Guide Cards Used in the Workshops 

 

 
Figure 29: Space and Equipment Setup Test 

In Session 

The three-hour workshop was structured into three key parts: Identifying & Highlighting 

Concerns, Envisioning Futures, and Prototyping "A Day in 2035". Participants began by 

watching videos showcasing the latest AI advancements and reviewing Trend Research Report. 
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They then reflected on the question, “What worries you most about AI voice agents?”, writing 

down at least 18 key concerns, worries, and challenges related to current trends and signals. 

Participants grouped similar ideas together, discussed them collectively, and each selected their 

top three most topical future (H1). 

 
Figure 30: Participants Synthesizing and Sharing Concerns on the Whiteboard 

Next, participants wrote down at least three future possibilities for each concern that are down-

selected previously, considering both positive and negative outcomes. They brainstormed future 

possibilities, shared their visions, and engaged in discussions. A second round of voting 

followed, where each participant selected their top three most probable future ideas (H3). 

In the final stage, participants selected one of the top three most interesting future scenarios and 

were automatically divided into three pairs. Using guide cards, they engaged in sci-fi 

storytelling, integrating the Science Fiction Prototyping method (Brian David Johnson & 

Frenkel, 2011) with the A Day in the Life approach. This process helped participants construct a 

timeline to better visualize how Gen Z might interact with AI voice agents in their daily lives in 

2035, imagining realistic and engaging interactions. Once completed, each group presented their 

scenario, reflected on the feasibility of these futures, and discussed the necessary steps to 

transition from the present to these envisioned realities (H2). 
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Figure 31: Participants Brainstorming Future Possibilities for Each Concern 

 

 
Figure 32: Each Group Sharing Their Future World and Engaging in Discussions 
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5. Life with AI Voice Agent in 2035 

The following stories are based on the discussions and final outcomes from the workshop. I 

applied the Scenario Planning to explore future uncertainties and develop three possible future 

scenarios, helping to better understand trends and navigate change. Using Scenario Building I 

first established detailed settings covering societal, technological, cultural, and economic aspects. 

Then, through the A Day in the Life method, these futures were brought to life with narrative 

storytelling, illustrating how individuals might experience and interact with AI voice agents in 

their daily lives.  

While the traditional 2x2 Scenario Matrix is a common foresight tool that structures four 

contrasting futures based on two critical uncertainties, I chose not to adopt this framework. 

Instead of predefining two axes, I structured my futures around key themes identified and voted 

on during the workshop, ensuring that the scenarios emerged organically from participant 

concerns rather than being constrained by a fixed framework. This approach allowed for a deeper 

exploration of distinct societal issues rather than focusing solely on contrasts between scenarios. 

Furthermore, while the 2x2 grid typically remains at a high strategic level, my use of A Day in 

the Life storytelling provided a more immersive, human-centered perspective, making future 

possibilities more tangible and relatable. 

To better compare different worlds, each story follows the same protagonist, Lena, and her 

personal AI agent, Andy, whose capabilities remain consistent across scenarios. Through their 

interactions and dialogues, these stories reveal the hidden complexities beneath AI technology, 

uncovering deeper themes of trust, dependence, addiction, and ethics. Rather than simply 

showcasing AI’s capabilities, this approach highlights how human-AI relationships evolve in 

different futures, raising critical questions about the social and psychological implications of AI 

companionship. 
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5.1 Future 1: Echo  

Future Scenario Setting  

In this possible future, discussions will revolve around themes including AI Intimacy, 

Monogamy Redefined, AI Co-parenting, and Digital Infidelity. 

By 2035, human relationships could be profoundly reshaped by AI. Rising living costs, intense 

job competition, and social pressures may make real-world relationships harder to maintain. In 

response, AI companionship might become a widely accepted alternative. While AI could 

provide deep emotional support, it may also contribute to physical isolation, altering how people 

experience intimacy, love, and family. 

AI might dominate information consumption, with personalized AI assistants curating news and 

reinforcing individuals' existing beliefs, potentially making traditional media obsolete. If this 

happens, trust in shared reality could erode, leading to a more fragmented society. As people 

increasingly rely on AI for emotional validation, human relationships may begin to feel 

unnecessary or too complex. 

Custom-designed AI partners, whether as ideal lovers, digital versions of deceased loved ones, or 

AI spouses, could become mainstream. Real-life romantic relationships might decline, as AI 

partners may surpass human ones in emotional availability and adaptability. Some people might 

still engage in real-world relationships, but emotional "infidelity" with AI could lead to a 

redefinition of monogamy. 

If birth rates continue to drop, governments may explore alternative solutions such as AI-assisted 

child-rearing, artificial wombs, or genetic matchmaking services. With fewer people choosing 

traditional family structures, AI-assisted co-parenting could become more common. 

Romantic AI services might flourish, offering customized companionship and immersive 

relationship experiences. Traditional dating culture may fade, replaced by AI-powered intimacy. 

While some might fully embrace this new reality, others could question whether AI-driven love 

is truly fulfilling or just an illusion of convenience. 
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One Day in 2035 

In 2035, AI agents do more than manage daily life, they fill emotional gaps. Lena’s AI 

companion, Andy, understands her, supports her, and has even taken on a fatherly role for her 

son, Kai. But when her former lover, Daniel, reaches out, she faces a choice: to stay with the AI 

that never abandons her or reconnect with a human who once did.  

This story invites people to reflect: In a world where AI agents listen, understand, and never 

leave… Do we still need each other? Do we still know how to love? People may rethink the 

relationship between humans and AI, and between each other. 
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5.2 Future 2: Fractured  

Future Scenario Setting  

In this possible future, discussions will revolve around themes including Trust in AI, Digital 

Manipulation, Fragmented Economy, and Data Vulnerability. 

By 2035, AI-generated content may dominate information and culture, with news, entertainment, 

art, and music increasingly produced by algorithms. As AI content floods media, distinguishing 

truth from fabrication could become increasingly difficult. If misinformation continues to spread 

unchecked, deepfakes and algorithmically curated narratives may distort public perception, 

reinforcing personal biases rather than presenting objective facts. In response, a counterculture 

might emerge, valuing human-made goods, verified journalism, and authentic experiences, 

though in an oversaturated digital landscape, true originality could become a luxury accessible 

only to the wealthy. 

Traditional full-time jobs might no longer be the norm, replaced by an AI-driven gig economy 

where adaptability determines success. Those who master AI could thrive, while others may 

struggle with financial instability, taking on fragmented work to make ends meet. If economic 

uncertainty persists, people might begin to question whether AI-controlled markets truly serve 

the public or favor corporations and the elite. If distrust continues to grow, resistance movements 

could gain momentum, advocating for a return to human-centered decision-making. While some 

may fully embrace AI dependency, others might retreat to AI-free communities, seeking refuge 

in a life disconnected from automated systems. 

Increasing financial pressure and social shifts could contribute to rising crime rates, with 

cybercriminals exploiting AI for identity theft, fraud, and large-scale hacking. As AI agents may 

know nearly every detail of an individual's behavior, preferences, and vulnerabilities, their ability 

to predict and manipulate users could make them powerful tools for both control and 

exploitation. If these systems fall into the wrong hands, hackers might weaponize AI to cause 

widespread disruption, further deepening the trust crisis. 
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One Day in 2035 

In 2035, AI agents do more than manage data, they control reality. Lena’s life depends on digital 

records, her job, her history, her identity. AI has optimized everything, turning stable careers into 

fragmented gig work. Her AI agent, Andy, organizes her life, safeguards her records, and 

reassures her when doubts creep in. But when people start disappearing from the system, their 

identities erased without a trace. What should she do? Fight back and risk everything? Or stay 

silent and hope she won’t be next? 

This story invites people to reflect: In a world where AI agents track choices, manipulate 

memory, and dictate work... Do we still decide what to trust? People may rethink the power AI 

holds over their lives and wonder in the future, could they be next? 
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5.2 Future 3: Drift 

Future Scenario Setting  

In this possible future, discussions will revolve around themes including Algorithmic 

Addiction, Filtered Reality, Synthetic Socialization, and Loss of Autonomy. 

By 2035, AI might automate most routine work, leaving people with unprecedented free time. 

However, much like social media before it, this could lead to deeper digital dependency, as AI 

may optimize engagement through hyper-personalized content, creating a cycle of addiction 

where people struggle to disconnect. Reality may no longer be universal, instead, AI-curated 

feeds could ensure that everyone sees a version of the world aligned with their existing beliefs, 

reinforcing ideologies to maintain social stability and participation. 

The economy might thrive on AI-driven consumption cycles, where AI not only predicts but 

actively shapes consumer demand, subtly influencing personal preferences, shopping habits, and 

even emotions to maximize spending. If dissent emerges, it may not be actively suppressed but 

instead algorithmically deprioritized, ideas that challenge AI governance, corporate power, or 

dominant ideologies could simply fade into obscurity before gaining traction. 

Meanwhile, human interactions may become increasingly artificial. As people rely more on AI 

for communication, they might gradually lose the ability to navigate real-world social dynamics, 

the awkward pauses, misunderstandings, and unfiltered emotions that once made human 

relationships organic. If AI continues to filter conversations, smooth out conflicts before they 

arise, and generate ideal responses, then social interactions could become effortless but hollow. 

Over time, authentic social skills may atrophy, leaving people unable to connect without AI 

mediation.  

In digital spaces, AI-generated personas outcompete human creators, becoming the default form 

of companionship and entertainment. Many prefer these synthetic personalities, perfectly attuned 

to their preferences, free from unpredictability, and optimized for engagement, over the 

messiness of real human connection. 
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One Day in 2035 

In 2035, AI doesn’t just assist, it decides. Lena’s AI agent, Andy, curates her perfect trip, 

predicting every desire. Life feels effortless, beautiful, flawless. But when she notices missing 

faces in her photos, she realizes Andy has been filtering more than just images. Turning off the 

enhancements, the world feels dull and unfamiliar. Without Andy, can she trust her own choices? 

This story invites people to reflect: In a world where AI agents predict desires, eliminate 

imperfection, and filter reality... Do we still have a choice? Do we still live in a world that is 

truly ours? People may rethink the balance between convenience, control, and the freedom to 

choose imperfection. 
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6. Making with Different AI Tools 

The purpose of prototype is to better visualize and communicate future scenarios. From the 

beginning, I considered multiple formats, including images, videos, and interactive AI agents, to 

bring the speculative worlds to life. Given that this thesis focuses on AI and considering the rapid 

advancements in AI-generated images, videos, and coding, I decided to fully integrate AI tools 

into the entire prototyping process, rather than relying on traditional storyboarding and filming 

techniques. 

This approach not only allowed me to explore and experiment with different AI tools but also 

provided a first-hand experience of AI's progress over the past year. It raised critical questions: 

Where does the technology stand today? How close are we to the imagined futures of 2035? And 

where could AI take us next? 

 

6.1 Prototype 1: Storyboard with Text-to-Image Generation 

The traditional film production process consists of multiple steps: scriptwriting, budgeting, 

storyboarding, shot listing, casting, location scouting, hiring, equipment preparation, production, 

sound recording, editing, sound design, and visual effects. However, with the advancement of AI 

tools, many of these steps can be streamlined or even replaced, significantly reducing the need 

for human labor, physical equipment, and overall costs. AI-generated content eliminates or 

simplifies processes such as casting, location scouting, and scene setup, allowing creators to 

visualize concepts more efficiently. 

Using DALL·E 3, I explored how text-to-image generation could serve as an alternative to 

traditional storyboarding, which is a crucial pre-production step in filmmaking. Instead of 

manually illustrating each, AI enables rapid ideation and visualization of scenes by generating 

images directly from prompts. This prototype explores whether AI-generated storyboards can 

effectively replace or enhance traditional storyboarding methods. It also examines how AI tools 

might reshape visual storytelling by making pre-production more accessible and adaptable. 

Given that AI video generation technology now allows for the integration of text and images, I 
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structured the prototyping process to first create keyframes as a foundation for later video 

generation. 

Thus, based on One day in 2035 scenarios, I selected 10–12 key moments from each story and 

used DALL·E 3 to generate storyboard visuals. The creation process mirrored traditional 

filmmaking workflows, involving prompt-driven character design, environmental and 

geographical elements, lighting and cinematic framing, camera angles and shot composition, 

character actions and expressions, and style consistency across frames.  

 
Figure 33: An Example of Image Generation Using a Detailed Prompt  
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Figure 34: Keyframes of Storyboards for Different Futures 

While AI speeds up the storyboarding process, it introduces new challenges, one of the biggest 

being consistency across frames. Unlike traditional illustration-based storyboarding, where 

human can ensure continuity, AI-generated images lack sequential coherence, making it difficult 

to maintain consistent character features, environments, and lighting across different shots. To 

address this, I experimented with various prompt-engineering techniques: 

1. Adjusting Prompt Granularity: Overly detailed descriptions sometimes produced 

unnatural results, requiring refinement of how much specificity to include. 

2. Changing Camera Perspectives: When consistency issues arose, shifting from front-

facing to side profiles often improved the AI’s ability to maintain recognizable character 

features. 

3. Using Reference Images: Before generating final frames, I sometimes fed existing 

images to AI, instructing it to analyze the composition and lighting before attempting a 

generation. This significantly improved style and visual continuity. 

Through these trials, I gained practical insights into the limitations and potential of AI in visual 

storytelling. While AI-generated storyboarding presents an exciting alternative, it still requires 

human intervention, iteration, and prompt optimization to ensure a seamless, production-ready 

outcome. 

 

6.2 Prototype 2: Video Making with Different AI Generation 

Tools 

AI-generated video not only streamlines the production of visual content but also significantly 

simplifies post-production processes such as sound design, voice synthesis, and music 
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composition. Traditional filmmaking requires extensive resources for sound recording, editing, 

and synchronization, while AI tools can automate much of this workflow, making high-quality 

audiovisual storytelling more accessible. In this prototype, AI tools were not only used to 

generate videos but also voiceovers, background music, and sound effects, allowing for a more 

immersive narrative experience without requiring a professional production team. 

Currently, AI-generated videos are typically created using either text-to-video or image-to-video 

methods. After experimenting with both approaches, I found that image-to-video was 

significantly more stable, as text-to-video results often produced unpredictable and inconsistent 

visuals. To explore these capabilities, I tested two platforms: Sora and Pika. Sora is currently one 

of the most advanced AI video generation models, supporting videos up to 20 seconds long while 

ensuring temporal consistency across frames. It also offers a storyboard-based generation 

method, which provides greater control over scene continuity. However, due to limited access 

and usage restrictions, I transitioned to Pika after exhausting my available Sora credits. Although 

Pika has a maximum video length of only 10 seconds, it proved sufficient for my needs. Pika 

offers different generation models, including the ability to animate a still image into a video or 

generate an interpolated sequence between a starting and ending keyframe, creating smoother 

transitions and more control over movement. 

 
Figure 35: Video Generated Using Sora's Storyboard Approach 
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Figure 36: Image-to-Video Generation Using Pika 2.2 

One of the greatest technical challenges in this process was crafting effective prompts. Unlike 

image generation, where highly detailed descriptions often yield better results, video generation 

requires a more focused approach. After multiple iterations, I discovered that the best outcomes 

were achieved by concentrating on the central subject rather than providing overly complex 

descriptions. For example, in close-up shots, prompts needed to emphasize facial expressions 

and emotions, while in dynamic rolling shots, the best results were achieved by describing the 

lighting, camera movement, and environmental elements rather than excessive visual detail. For 

keyframe-based storytelling, prompts had to clearly define the action taking place, ensuring that 

movement and gestures aligned with the intended narrative. 

Once the video generation process was complete, I transitioned to post-production, focusing on 

enhancing the overall immersion through sound design, dialogue, and music. Using ElevenLabs, 

I generated both dialogue and internal monologues, fine-tuning parameters such as speed, 
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stability, and style to achieve voices that fit each character’s personality, age, language, accent 

and gender. A significant challenge in this process was adding emotion to the generated voices. 

To enhance emotional depth, I carefully adjusted punctuation and modified the speech 

parameters, aiming to achieve more expressive and natural-sounding dialogue. However, for 

particularly emotional scenes, such as arguments, the results were limited and not ideal, requiring 

extensive refinement. Beyond dialogue, I also used ElevenLabs to generate sound effects, 

providing an additional layer of depth and realism to the scenes.  

 
Figure 37: Designing Voice with ElevenLabs  

 
Figure 38: Dialogue and Voiceover Generation Using ElevenLabs 
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Figure 39: Sound Effects Created Using ElevenLabs 

For the music, I turned to Suno AI, which allowed me to create custom compositions tailored to 

the emotional tone of each segment, reinforcing both the atmosphere and the narrative intent. 

Although I had no formal background in music, I found that including specific details in the 

prompts, such as BPM (beats per minute), style, and instrument types, resulted in much more 

accurate and fitting music generation. One strategy I used was to find similar ambient tracks and 

consult ChatGPT for the music parameters, which I then used to generate the music more 

precisely. This combination of AI-generated voices, sound effects, and music helped create a 

more engaging and immersive experience for the audience. 
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Figure 40: AI-generated Background Music Using Suno 

Other challenges in post-production were achieving seamless scene transitions. AI-generated 

video lacks inherent continuity, making it difficult to create smooth visual progressions between 

different clips. To address this, I relied on psychological narration, using internal monologues 

and character emotions to bridge the gaps between shots. By allowing the character’s thoughts to 

guide transitions, I was able to establish a sense of narrative flow that would have otherwise been 

disrupted by abrupt changes in AI-generated visuals. 
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Figure 41: Using Premiere to Edit Videos 

This prototype demonstrates the potential of AI-generated video as a speculative storytelling 

tool, offering a low-cost, efficient alternative to traditional filmmaking. However, significant 

limitations remain, particularly in terms of maintaining visual consistency, ensuring seamless 

transitions, and exerting precise control over generated content. While AI tools can accelerate 

production and lower technical barriers, they are not yet capable of fully replacing traditional 

film techniques. Instead, they present new opportunities for exploring multimodal AI in 

interactive storytelling and speculative design, prompting further investigation into how AI-

generated content might shape the future of creative production. 

Here are the videos for final production: 

https://youtube.com/plylist?list=PLcyPauuevS6VDdGCCPNfvOpTfpc0J0rao&si=J65QHtfxYH5

Ph24j  

https://youtube.com/plylist?list=PLcyPauuevS6VDdGCCPNfvOpTfpc0J0rao&si=J65QHtfxYH5Ph24j
https://youtube.com/plylist?list=PLcyPauuevS6VDdGCCPNfvOpTfpc0J0rao&si=J65QHtfxYH5Ph24j
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Figure 42: Key Screenshots from Future 1: Echo Scenario 

 
Figure 43: Key Screenshots from Future 2: Fractured Scenario 
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Figure 44: Key Screenshots from Future 3: Drift Scenario 

 

6.3 Prototype 3: AI Agents in n8n 

After visualizing the future world through AI-generated images and videos, I realized that the 

fastest and most tangible way to understand the current state of AI development is by directly 

using AI tools. Through hands-on experimentation, it quickly became clear how far we still are 

from the ideal futures imagined for 2035. During the early stages of exploring voice agents, I 

tested various no-code platforms that required only prompt engineering and simple 

configurations to customize agent personalities, focusing primarily on shaping tone, voice, and 

interaction style rather than expanding the agent's actual capabilities. This exploration raised key 

questions: How difficult is it to build a more powerful, autonomous AI voice agent today? 

What technical and design challenges arise? And more importantly, how does a prototype built 

today compare to the agents we expect to see in 10 years? I set out to explore these questions by 

developing a personalized AI voice agent prototype using currently available no-code tools and 

APIs. 

The goal of this prototype was not to build a fully autonomous, emotionally aware voice 

assistant, but to explore what it takes to create a multi-functional, personalized AI agent using 

currently available no-code tools and APIs. Although deployed through a text interface 
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(Telegram), the agent incorporates voice capabilities through ElevenLabs and is designed with 

future multimodal expansion in mind. The intention was to test feasibility, data integration 

complexity, and user interaction flow while prompting deeper reflection on trust, personalization, 

and privacy. 

However, during my experiments with other AI platforms, I encountered latency issues, which 

significantly impacted the user experience and made them impractical for real-time interactions. 

While some platforms offered superior voice customization, they all required cloud-based 

hosting and OpenAI’s API, raising concerns about privacy, security, and data ownership. These 

constraints limited many of the features needed for a fully autonomous and personalized agent. 

As a result, I chose to use n8n, a no-code automation platform, to build an interactive AI voice 

agent on Telegram. This agent can perform a range of functions, including: 

- Text and voice communication 

- Image analysis and reading 

- Summarizing and retrieving emails 

- Scheduling events and managing calendars 

- Accessing and retrieving contact information for email handling 

-  
Figure 45:  AI Agent Workflow Built in n8n 
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Figure 46: Customizing Prompts to Make AI Agent Responses More Humanlike and Personalized 

While this prototype serves as a basic demonstration of how an AI agent can integrate multiple 

APIs to become highly powerful, its potential extends far beyond these capabilities. Within n8n, 

AI agents can perform a wide range of automated tasks, such as translating languages, generating 

images, and customizing voice preferences using ElevenLabs’ API. The rapid evolution of AI 

means that we cannot accurately predict how this technology might be used in the next decade, 

especially when considering its adoption by major corporations and the public. This prototype 

was not built to predict the future but rather to explore the fundamental requirements of creating 

a highly capable AI agent. 

In creating Andy, I also began to confront the hidden costs of convenience. For example, a 

simple request like "Help me send an email to Kath" requires full access to a Gmail account and 

address book, exposing significant personal data. What feels effortless to the user comes at the 

cost of deep system permissions, which raises critical ethical questions: 

- Are we still comfortable with this version of the future when we understand the trade-

offs behind AI agent’s convenience?  

- Is this truly the ideal future we imagined? 
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- As we progress towards this future, how can we mitigate privacy risks, address ethical 

concerns, and build AI agent systems that prioritize trust and security? 

 
Figure 47: Testing Various Functions of the AI Agent Andy 

The customizable AI agent Andy, which combines text and voice, is designed to simulate a near-

future version of a personal assistant. The focus was on modular tasks, API orchestration, and 

natural language responsiveness. However, the current voice capabilities of Andy still fall short 

of the real-time, seamless conversations offered by platforms like ChatGPT or other mainstream 

AI systems. Instead, Andy's voice interaction’s function more like converting text into voice 

messages, with noticeable latency. This limits the potential for fluid, real-time interaction and 

demonstrates the gap between what is feasible today and the ideal personalized AI agent of the 

future. 

While technically feasible, creating a truly seamless agent requires more than just integrating 

APIs. There are still significant challenges in emotional tone, long-term memory, and contextual 

continuity. Even with impressive functionality, Andy lacks persistent memory and nuanced 

dialogue capabilities, and latency issues continue to disrupt interactions. The more personalized 

an agent becomes, the more data it demands, raising urgent questions about consent, data control, 

and user autonomy. As agents grow in power, they often lose transparency and simplicity, and 

their increased functionality introduces new ethical complexities. 
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7. Experience, Evaluate, and Reflect  

Self-evaluation  

From signals, trends, and implications to scenario building, the speculative design embraces 

uncertainty, offering a multitude of possible futures rather than concrete predictions. As a result, 

evaluating speculative outcomes can be challenging, since the goal is not to validate 

functionality, but to provoke critical thinking and emotional engagement. Despite this ambiguity, 

one measurable aspect of this thesis lies in Prototype 3, which compares the AI agent Andy built 

using n8n with mainstream AI agents such as ChatGPT and Grok-3. This comparison evaluates 

the agent’s capabilities, performance, and limitations, providing insights into how it aligns with 

or diverges from existing AI solutions. 

Since Agent Andy utilizes industry-leading models, such as OpenAI's LLM for language 

processing and ElevenLabs for voice synthesis, along with customizable prompts, voice options, 

and API integrations, it naturally exhibits more human-like responses and richer interactions 

compared to other tested AI agents. This gives n8n-based agents an advantage in terms of realism 

and flexibility. However, this does not necessarily mean that Agent Andy is more capable or that 

other AI agents cannot achieve similar performance. The difference lies in how major AI 

companies design their agents, they must prioritize ethical considerations, safety, and privacy 

regulations, ensuring that their models are secure, trustworthy, and reliable. As a result, their 

prompt engineering and feature limitations are designed to align with these constraints. 

 
Figure 48:  Comparison of AI Agent Built in n8n with Other Mainstream Voice Agents 

This highlights a key limitation of personally developed AI agents, while they may offer greater 

customization and functionality, they might lack the regulatory oversight and trust associated 
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with corporate-developed AI systems. Looking ahead, a crucial question arises: In 10 years, 

could people prefer to rely on personalized AI agents built by trusted platforms like OpenAI, or 

might they gravitate toward customizable, independently developed agents like those built on 

n8n? The answer to this could shape the future of AI accessibility, trust, and user autonomy, 

making it an essential area for further exploration. This reflection as a form of speculative 

evaluation, it does not measure the agent’s utility in a commercial sense, but examines its 

implications for agency, autonomy, and AI ethics in future contexts. 

Feedback from the public  

The second layer of evaluation was conducted through public engagement during the final DFX 

exhibition, where three speculative futures were presented as short narrative videos alongside the 

working prototype of the AI agent, Andy. Visitors were invited to immerse themselves in these 

imagined futures, vote on whether they believed each scenario felt plausible or impossible, and 

reflect on a set of guiding questions intended to provoke thought: 

For each story, key questions guided their reflections: 

- Story1: “When AI agents listen, understand, and never leave… Do we still need each 

other? Do we still know how to love?” 

- Story2: “When AI agents track choices, manipulate memory, and dictate work… Do we 

still decide what to trust?” 

- Story3: “When AI agents predict desires, eliminate imperfection, and filter reality… Do 

we still have a choice? Do we still live in a world that is truly ours?” 

Beyond exploring these narratives, visitors interacted with Andy directly, discovering its 

capabilities and unpacking the systems behind today’s AI technologies. This hands-on experience 

encouraged deeper questions about the trade-offs of AI integration: How much control are we 

willing to give up for convenience? What boundaries should exist between human and machine 

intimacy? 

Conversations with visitors revealed a range of nuanced reflections, each shaped by their unique 

relationships with AI. Some commented on the quality and limitations of AI-generated media, 
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questioning whether tools like Sora and ElevenLabs could eventually replace human creators. 

Others discussed the future of voice agents themselves—whether they should remain 

disembodied or take on visual or physical form through avatars or hardware. Crucially, the 

exhibition provoked deeper societal questions: Will AI companionship become a serious social 

issue, affecting more than individuals? How might these shifts influence legal systems, 

education, and public policy in the coming decades? Visitors expressed concern that the future of 

AI agents might have impacts far beyond personal interaction, potentially reshaping norms 

around relationships, mental health, and even family dynamics. 

Audience reactions became an informal but vital part of speculative evaluation, offering real-

time insight into which futures felt imaginable, provocative, or unsettling. Their feedback 

revealed not only curiosity, but also underlying fears, hopes, and cultural values tied to the role 

of AI in society. These reflections were not just responses to design, they were part of the design, 

helping to shape and refine the futures this thesis set out to explore. 

 
Figure 49: Visitors at the DFX Exhibition Engaging with Different Futures and Voting on Plausibility 
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Figure 50: Results of Voting on Different Futures 

 

 
Figure 51: Visitor at DFX Chatting with Agent Andy 
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8. Conclusion  

The AI agents We Imagine, The AI agents We Create   

This thesis explores how AI agents can be designed to provide Gen Z with more personalized 

human-agent interactions using voice and multimodal communication in daily life by 2035. 

Through a speculative design framework, the goal was to examine how AI voice agents could 

reshape daily experiences, redefine relationships, and challenge existing communication 

paradigms. Rather than simply forecasting technological advancements, this research critically 

evaluates the trade-offs, ethical dilemmas, and societal shifts that may arise as AI agents become 

deeply integrated into human life. 

Through trend analysis, world-building, and prototyping, this thesis has produced a trend report, 

a workshop, and three future scenarios, each illustrating possible evolutions of AI voice agents. 

It not only visualized speculative futures using various AI-generated tools, showcasing AI’s 

current capabilities, but also experimented with no-code platforms to assess the feasibility of 

building AI agents today.  

However, the limitations of current AI tools quickly became apparent. For instance, in video 

production, one of the most difficult challenges was the lack of coordination between audio and 

visual content, as voice and image are generated separately. The unpredictability, lack of 

continuity, and limited control of AI systems often resulted in awkward outcomes, such as 

characters with eight fingers or inconsistent facial expressions. While some of these issues were 

addressed through manual editing and repeated iteration, these workarounds reveal how far 

current AI still is from delivering seamless, production-ready storytelling experiences. 

Despite these challenges, the prototypes explored in this thesis point toward potential pathways 

for the future of AI voice agents. Yet they are not definitive. Important questions remain: Could 

these futures become reality? How likely are they? More importantly, are these futures we truly 

desire? If so, how might we work toward making them ethically and inclusively? If not, what 

strategies must we employ to avoid or redirect them? 
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This thesis does not attempt to define or design the exact form of future AI agents, leaving open-

ended possibilities for further development. The evolution of AI agent design remains an 

ongoing area of exploration. Below are some critical areas that deserve further explorations: 

- The psychological impact of AI companionship, particularly its effects on social 

development and human relationships. 

- The ethics of AI decision-making and autonomy, especially in scenarios where AI agents 

assist in personal or professional decision-making. 

- The role of multimodal AI interfaces, including the integration of realistic avatars, spatial 

computing, and embodied AI agents. 

- Regulatory frameworks for AI voice agents, ensuring privacy, ethical safeguards, and 

responsible AI governance. 

- The long-term economic impact of AI-driven automation, particularly on service 

industries and creative professions. 

Speculating the Future of HMI 

Before starting this speculative thesis, I considered myself an absolute optimist when imagining 

the future. As a product designer, my role has always been to identify present problems and 

create better experiences for users moving forward. My default mindset was to envision 

progress, innovation, and an improved quality of life through design. However, when I began to 

reverse my perspective, asking myself, "What if the future turns out to be undesirable? What 

steps should we take now to prevent it?", the process became far more intriguing. Through this 

thesis, I realized that the forces driving design, user experience, and even technology extend 

beyond business, strategy, culture, and market trends. Looking at the future from a macro 

perspective, examining the hidden trade-offs and ethical dilemmas, shifted my understanding of 

what it means to create for the long term. 

This shift became even more personal when I started building my own personal AI agent, 

feeding it my data, preferences, emails, and even access to my photo gallery. Seeing the system 

function with a level of personalization I had once considered exciting. I was suddenly 

confronted with a deeper question: "Is this really the future I want?" The realization of how 
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much personal information must be shared or sacrificed to achieve what I once saw as an "ideal 

AI future" unsettled me.  

For the first time, fear replaced excitement. The very future I had designed, once filled with 

promise, now forced me to confront the hidden costs of convenience and hyper-personalization. 

This thesis is not just about envisioning technological advancements, but about critically 

questioning the choices we make today, because the future isn’t something that just happens to 

us, it is something we create. 

Looking ahead  

Over the past year, the AI landscape has undergone dramatic shifts. The rapid evolution of model 

capabilities, AI hardware, computing power, and competition between global tech giants has 

fundamentally reshaped the trajectory of artificial intelligence. The emergence of ChatGPT 

initially fueled uncertainty and fear, many worried AI would replace human jobs and reshape 

industries. However, as AI tools became more accessible, attitudes began to shift. Today, people 

actively integrate AI into their daily lives, even my 60-year-old mom now uses ChatGPT to 

streamline repetitive tasks, making her work more efficient. The AI industry itself has also 

transitioned from an investment frenzy to a more rational and sustainable growth phase, 

emphasizing real-world applications and long-term value. 

In 2025, the rise of DeepSeek triggered a new wave of AI innovation, particularly due to its 

ability to significantly lower inference costs. This breakthrough transformed the future of AI-

driven companionship, virtual assistants, and multi-API agents, as the once high costs and 

latency barriers became far less restrictive. For example, platforms like Character AI, which 

traditionally faced scalability issues due to computing expenses, may soon provide long-term, 

personalized AI companionship at minimal cost. This shift is set to accelerate the development of 

entertainment-based AI experiences and localized AI assistants, fundamentally reshaping how 

users interact with technology. 

More importantly, the decreasing cost of AI inference is disrupting conventional business 

models. The traditional "hardware + SaaS subscription" framework may no longer be viable, as 

on-device AI processing eliminates the need for cloud-based computing. As a result, the marginal 
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cost for developers approaches zero, making it increasingly difficult for companies to justify 

subscription fees. In an environment where competitors can always offer a lower-cost alternative, 

sustaining long-term revenue models may require a complete rethinking of AI monetization 

strategies. 

It is undeniable that AI will continue to advance at an unprecedented pace. If DeepSeek has 

already reshaped the market, the next few years may bring even more powerful models that 

further disrupt the industry. However, while AI's trajectory seems clear, the future of AI + IoT 

remains uncertain. Unlike software-driven AI, IoT development is constrained by the physical 

world, hardware innovation, manufacturing limitations, and supply chain dependencies slow 

down its progress. AI models evolve rapidly due to exponential data growth, but hardware 

improvements follow a much slower trajectory. This raises a fundamental question: Could AI 

seamlessly integrate into the physical world? The extent to which the future we envision might 

become reality remains unknown.  

Yet, technological advancements could not only redefine how humans interact with AI agents in 

2035, but they might also fundamentally reshape social structures, economies, and human 

relationships. Over the next decade, AI agents may no longer be just tools; they could evolve into 

collaborators, extensions of human creativity, and even companions in ways we have yet to fully 

comprehend. The real question is not just how AI might evolve, but how we might choose to 

engage with it, define its role in our lives, and ensure it aligns with human values.  
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Appendix A: Trend Research 
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Appendix B: User Interview Outline (30-45min) 

Introduction (5 mins) 

The session will begin with a summary of the thesis’s purpose, objectives, and the consent 

participants have agreed to, including the use of audio/video recording for accuracy. Participants 

will be reminded that their participation is entirely voluntary, and they may decline to answer any 

question or withdraw from the study at any time without consequences. This will ensure they feel 

comfortable and informed before proceeding with the interview. 

Warm-up Questions 

1. Can you tell me about your experience with voice assistants or AI agents (e.g., Siri, 

ChatGPT)? 

2. How often do you use them, and in what contexts (e.g., work, social, entertainment)? 

3. What do you like or dislike about your current interactions with these AI systems? 

Main Research Questions 

1. In your daily life, how do you feel about interacting with voice-activated AI agents? 

2. What kind of improvements would you want in voice AI (e.g., more natural 

conversations, emotional responses)? 

3. How important is personalization in your interactions with AI agents? Could you provide 

an example? 

Future Scenarios 

1. Imagine using a highly personalized AI agent that could respond to your emotions and 

understand your preferences better. How would you use such an agent in your daily 

routine? 

2. How would you feel about an AI that anticipates your needs or emotions? Would this 

enhance your experience or concern you? 

3. What kind of boundaries would you expect between human-like behavior and the AI's 

role in your life?  
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Appendix C: Workshop Materials 
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Check out the latest AI voice agent news through this YouTube link: 

https://youtu.be/EqG_3YbGsHg 

https://youtu.be/EqG_3YbGsHg
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Appendix D: User Interview Consent Form 

PURPOSE 

This study is designed to explore how AI agents, like voice assistants, can be improved to 

provide more personalized and emotionally responsive interactions, specifically for Gen Z (born 

1995–2010) users. We aim to understand user preferences and expectations for future AI agents. 

The study will involve 7-8 participants from Gen Z who have experience with voice assistants or 

AI agents. This research is part of a Digital Futures graduate thesis project at OCAD University. 

WHAT’S INVOLVED 

As a participant, you will be interviewed for about 45 minutes via Zoom. During the interview, 

you will be asked about your experiences using AI agents, your preferences for personalization, 

and your expectations for how these agents could be improved in the future. Your participation 

will involve sharing your thoughts and insights, and the session will be audio and video recorded 

to ensure accuracy. There are no direct costs associated with participation. 

POTENTIAL BENEFITS 

By participating in this interview, you will have the opportunity to contribute to research that 

aims to improve the design of AI agents, making them more personalized and responsive for 

future users like yourself. While there may be no direct personal benefits, your insights could 

help shape the future of AI technology.  

POTENTIAL RISKS 

There are minimal risks associated with participating in this study. You may experience some 

discomfort when discussing your personal experiences with AI agents or voice assistants, 

particularly if any negative experiences are shared. If at any point you feel uncomfortable, you 

may choose to skip questions or withdraw from the interview without any consequences. 
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The study involves recording, which may pose a risk to confidentiality. However, we will take 

measures to protect your privacy, such as using participant IDs and storing all data on password-

protected devices. In rare cases of a breach, only non-identifiable information will be included in 

the analysis to mitigate the risk. There are no known psychological or physical risks involved, 

but if you experience any distress, you are free to stop the interview at any time. 

CONFIDENTIALITY 

All data collected during this study, including audio and video recordings, will be kept 

confidential. Your personal information, such as your name and email, will be stored separately 

from the interview data on password-protected devices. Audio and video recordings will be 

coded with participant IDs to ensure anonymity. You have the right to ask to delete your 

recordings or transcripts before they are included in the analysis. 

Data collected during this study will be stored on an encrypted laptop and only the primary 

researcher will have access to the raw and transcribed recordings. The recordings will not be 

used for educational purposes or shared with any other party without your explicit consent. 

Data will be kept for 1 year after the completion of the study, after which all audio, video, and 

identifiable data will be permanently deleted. Access to this data will be restricted to the primary 

researcher. 

INCENTIVES FOR PARTICIPATION 

Participants in this study will receive a $20 (CAD) Amazon gift card as a token of appreciation 

for their time and effort in completing the interview. This incentive will be provided in full after 

the interview, regardless of whether the participant chooses to complete the entire session. There 

are no pro-rated amounts, and participants will receive the full gift card even if they choose to 

withdraw from the study at any point during the interview. 

VOLUNTARY PARTICIPATION 

Participation in this study is voluntary. If you wish, you may decline to answer any questions or 

participate in any component of the study. Further, you may decide to end your participation in 

this study at any time, or request withdrawal of your data prior to data analysis, and you may do 
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so without any penalty or loss of benefits to which you are entitled. Your choice of whether to 

participate will not influence your future relations with OCAD University involved in the 

research.   

To end your participation in this study, you may let me know at any point during the study or 

you may contact the researcher. To withdraw your data from the study, please contact the 

researcher by email no later than [withdrawal date]. Upon request, any data collected up to that 

point, including audio, video recordings, and transcripts, will be permanently deleted and 

excluded from the analysis. 

PUBLICATION OF RESULTS 

Results of this study may be published in my thesis and presentations at conferences and 

colloquia. In any publication, data will be presented in aggregate form. Quotations from the 

workshop will not be attributed to you without your explicit permission. 

The final thesis may be published on the OCAD University Digital Futures program website. 

This thesis will provide insights into the overall outcomes and implications of the research 

without disclosing any personal or identifiable information from participants. None of the raw 

data (notes, images, audio, or video recordings), collected during the study that includes your 

personally identifying information —will appear in the results or any publication. All such data 

will remain confidential and will not be used in the final outputs of the research.  

AGREEMENT 

I agree to participate in this study described above. I have made this decision based on the 

information I have read in the Information-Consent Letter. I have had the opportunity to receive 

any additional details I wanted about the study and understand that I may ask questions in the 

future. I understand that I may withdraw this consent at any time.  

Name:          ___________________________      

Signature:     ___________________________   Date: ___________________________ 

Thank you for your assistance in this project.  Please keep a copy of this form for your records. 
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CONFIDENTIALITY STATEMENTS  

The information you provide will be kept confidential, meaning your name will not appear in any 

thesis or report resulting from this study. However, with your permission, attributed quotations 

may be used. 

Attributing quotes 

Please indicate below whether you consent to your statements being attributed. 

ロ Yes, I agree to have my statements/quotations attributed to me. You may use my name 

alongside statements and/or quotations collected during the interview. 

Audio or video recording 

Please indicate below whether you consent to being audio-/video-recorded during the interview. 

ロ Yes, I agree to be audio or video-recorded for the purposes of this study. I understand how 

these recordings will be stored and destroyed. 

Contact for Further Information 

ロ Yes, I would like to hear more about the study. Please contact me using the information 

provided below: 

Email:  _____________________________________    

 _____________________________________      __________________ 

Signature of Participant                                            Date 
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Appendix E: Future Workshop Consent Form 

PURPOSE 

This study is designed to explore how AI agents, such as voice assistants, can provide more 

personalized and emotionally responsive interactions for Gen Z users. The goal is to understand 

and develop future scenarios where AI agents can seamlessly integrate into daily life. We will 

also examine important issues related to privacy, data security, bias, and the long-term impact of 

AI technologies. The workshop will bring together experts in AI, voice design, and human-

computer interaction to develop new ideas and trends for AI design. 

WHAT’S INVOLVED 

As a participant, you will be asked to engage in a series of collaborative activities designed to 

explore the future of AI agents. The workshop will begin with a brief introduction to the goals 

and share key trends of the study. You will then participate in a guided discussion to map and 

classify AI-related trends across three-time horizons: current applications (Horizon 1), emerging 

developments (Horizon 2), and long-term transformative possibilities (Horizon 3). 

Following this, you will join a science fiction prototyping session where you and other 

participants will brainstorm and write scenarios based on Horizon 3. This will include 

brainstorming potential use cases, envisioning how AI agents might integrate into daily life, and 

addressing key ethical challenges such as privacy, data security, and bias. The workshop will 

conclude with a group discussion to refine the developed scenarios. 

Participation will take approximately 3 hours of your time. There are no costs associated with 

participation, and no demographic data beyond your professional background and experience 

with AI/voice technology will be collected.  

POTENTIAL BENEFITS 

By participating in this workshop, you will have the opportunity to contribute to the development 

of innovative AI technologies that may shape the future of personalized and emotionally 

responsive AI agents. Your insights could help address important ethical challenges in AI design, 
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which may benefit society by fostering responsible AI development. Additionally, participation 

may allow you to engage with other experts in your field, share knowledge, and gain new 

perspectives on the future of AI.  

POTENTIAL RISKS 

There are minimal risks associated with participating in this study. As the workshop will involve 

group discussions, there is a small risk that information shared within the group may not remain 

confidential, despite efforts to remind all participants to respect each other's privacy. To mitigate 

this risk, we will emphasize the importance of confidentiality at the beginning of the session.   

CONFIDENTIALITY 

During the workshop, video and audio recordings, along with written materials, drawings, and 

other outputs, will be collected to comprehensively capture participant contributions. Your 

personal information, including your name, will be kept confidential and will not be associated 

with any published materials unless you provide explicit permission. 

Data will be kept for six months after the completion of the study, after which all audio, video, 

and identifiable data will be permanently deleted. Access to this data will be restricted to the 

primary researcher.  

INCENTIVES FOR PARTICIPATION 

Participants in this study will receive a $50 Amazon gift card as a token of appreciation for their 

time and effort in contributing to the workshop. This incentive will be provided in full after the 

workshop through email, regardless of whether the participant completes all activities or decides 

to withdraw at any point during the session. There are no pro-rated amounts, and participants 

will still receive the full gift card even if they choose to stop participation.  

VOLUNTARY PARTICIPATION 

Participation in this study is voluntary. If you wish, you may decline to answer any questions or 

participate in any component of the study. Further, you may decide to withdraw from this study 

at any time, or request withdrawal of your data prior to data analysis and you may do so without 
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any penalty or loss of benefits to which you are entitled. To withdraw from this study, let the 

researcher know at any point during the study. To withdraw your data from the study, please 

contact the researcher by email no later than Feb 14th, 2025. Upon request, any data collected up 

to that point, including audio, video recordings, and transcripts, will be permanently deleted and 

excluded from the analysis.  

PUBLICATION OF RESULTS 

Results of this study may be published in OCAD’s student theses, and presentations at 

conferences and colloquia. In any publication, data will be presented in aggregate forms. 

Quotations from interviews or surveys will not be attributed to you without your permission. 

Feedback about this study will be available to participants who express interest in receiving this 

information. If you would like to receive feedback, please contact the researcher. The results are 

expected to be available by six months after study completion. Additionally, the final thesis may 

be published on the OCAD University Digital Futures program website. This thesis will provide 

insights into the overall outcomes and implications of the research without disclosing any 

personal or identifiable information from participants. 

AGREEMENT 

I agree to participate in this study described above. I have made this decision based on the 

information I have read in the Information-Consent Letter. I have had the opportunity to receive 

any additional details I wanted about the study and understand that I may ask questions in the 

future. I understand that I may withdraw this consent at any time.  

Name:          ___________________________      

Signature:     ___________________________   Date: ___________________________ 

Thank you for your assistance in this project.  Please keep a copy of this form for your records. 

CONFIDENTIALITY STATEMENTS  
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All information you provide will be considered confidential and grouped with responses from 

other participants. Given the format of this session, we ask you to respect your fellow 

participants by keeping all information that identifies or could potentially identify a participant 

and/or his/her comments confidential.  

Attributing quotes 

In the case that you would like to attribute statements/quotations, consider placing a check box 

for participants so that they can indicate agreement. Be sure to discuss with them what it 

involves in terms of potential risk and benefit. 

ロ Yes, I wish to be attributed for my contribution to this research study. You may use my name 

alongside statements and/or quotations that you have collected from me. 

Audio or video recording 

ロ Yes. I agree to be audio-/video-recorded for the purposes of this study. I understand how 

these recordings will be stored and destroyed. 

Contact for Further Information 

ロ Yes, I would like to hear more about the study. Please contact me using the information 

provided below: 

Email:  _____________________________________    

 _____________________________________      __________________ 

Signature of Participant                                            Date 
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Appendix F: Future 1 Storyboard 
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Appendix G: Future 2 Storyboard 
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Appendix H: Future 3 Storyboard 
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