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Abstract
In this article, we investigate the critical intersections
of AI, academic integrity, and disability in the context
of a large undergraduate course. Our aim was to adapt
the course to respond to generative AI (GenAI) to avoid
entrenching barriers for students, and instead teach
them how to use GenAI tools in ways that deepen their
learning and uphold academic honesty. Grounded in
disability justice and access pedagogies, we outline
five design goals centered on guidelines for AI usage,
education on responsible AI use, revised assessments,
support for teaching assistants (TAs), and accessible
materials. These activities are detailed in our method-
ology. In our findings, we provide a critical reflection
of the course adaptation, taking up issues such as
varying levels of familiarity with GenAI, students’
capacity to engage with course changes, resistance
to GenAI, instructors’ relational shifts to AI, and feel-
ings of demoralization among the teaching team. We
conclude by offering practical recommendations for
educators, calling for learning communities to view
this disruption as an invitation to listen to disabled
students.

AI tools are rapidly changing the landscape of higher education and are being used for
teaching and research in ways that are generative for students’ learning. However, many
responses to AI have been ableist, racist, and rooted in surveillance. In this article, we inves-
tigate the critical intersections of AI, academic integrity, and disability in the context of
an undergraduate health studies course. We intentionally use the term disabled students
to call attention to the ways systems and structures perpetuate disablement. Further, we
work from Lewis’s 2021 definition of ableism which indicates its broad impact: “You don’t
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2 EVOLVING INTERSECTIONS

have to be disabled to experience ableism.” Recognizing that ableist systems are harmful
for all of us, we assert the need for collective responsibility and action to cultivate more
generative systems that resist ableism and allow all students to thrive.

This study aimed to adapt course elements to respond to AI, and specifically genera-
tive AI (GenAI), to avoid entrenching existing barriers for students and to teach students
how to use these tools in ways that deepen their learning and continue to uphold aca-
demic integrity. This study contributes to an emerging body of literature on AI in education
that critically examines the challenges amidst the rapid release of AI-based tools. Moreover,
our research seeks to explore how responsive course design can foster equitable learning
opportunities for students and offer evidence-based strategies for educators and students
to engage with AI in critical and responsible ways.

First, we review the literature on how AI is being used in higher education and the
ethical implications of this use. We focus on the implications for disabled students and
communities, and review strategies to respond to AI while upholding academic integrity.
We contextualize this research by discussing our own positionalities to this work and pro-
vide details about the undergraduate course. We outline the theoretical frameworks we
have drawn up including disability justice and access pedagogies and review five design
goals we established to adapt and integrate AI in the course. These goals were to define
clear expectations and guidelines for AI use, educate students on responsible and ethical
usage aligned with academic integrity policies, adapt assessments to respond to AI and
resist ableism, support teaching assistants (TAs) in using educative approaches to AI and
academicintegrity, and adapt the course learning management platform for accessibility.
Details of these activities including examples of adapted course policies and assessments
are outlined in the methodology. In our findings, we critically reflect on the impact of the
AI course adaptation, exploring how students and instructors responded to these changes
in the context of the broader postsecondary institution. We conclude by offering prac-
tical recommendations for educators to support academic integrity skills and prioritize
accessibility in their classroom in ways that balance student and instructor capacity.

RESEARCHER POSITIONALITY

I, Azeezah, am a graduate student with a background in education equity, completing my
master’s in inclusive design in Toronto. As a South Asian diasporic settler scholar attuned
to global crises and calls for land restitution, I have been reflecting about land and belong-
ing. I struggle with the ways that colonial constructs and definitions of belonging have
shaped my experiences as a student and scholar. In my research, I confront these issues,
including the harm and exclusion of Black, Brown, Indigenous, and disabled students
(among others) at the margins of education systems. I also grapple with my thoughts and
dreams about how education spaces might be transformed into sites of radical access and
community. I see design as an opportunity to do this work and to co-create accessible and
equitable education futures with students and learning communities in sustainable and
care-full ways (Noddings, 2003).

I, Jessica, am an assistant professor in critical disability studies at York University. I live,
research, teach, care, parent, struggle, and do all of the things on these Treaty 13 lands (what
is now known as Toronto), which are the subject of the Dish with One Spoon Wampum
Belt Covenant, an agreement to peaceably share and care for the Great Lakes region (York
University, n.d.). I am a settler scholar who works within and against the colonial university.
As I navigate the tenure track of the institution as a mother to two young children, given
the work of teaching and learning in times fraught with crisis, I am always brought back to
Tuck’s (2018) question, “How shall I spend my time when I am not bathing my children?”
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NEW DIRECTIONS FOR TEACHING AND LEARNING 3

(p. 157). This question guides how I am in relation with my students, my pedagogy, and
those in the work of teaching with me (TAs, educational developers, and colleagues). How
do I want to be in relation in my teaching, in the precious time I have when I am not bathing
my children. I am deeply committed to a pedagogy of access, of care, and of relationality. I
have been thinking a lot about ways that GenAI has the potential to shift this relationality,
and in particular in the designing of assessments in front of this fear of its potential to
orient students toward engaging differently with assessment.

We, Azeezah and Jessica, have been collaborating on writing, presenting, pedagogy, and
course design in our York University Community of Practice on decolonization, equity,
diversity, and inclusion for the last few years of ongoing crisis and upheaval.

LITERATURE REVIEW

AI is a field of computer science focused on creating machines that can perform tasks
requiring human intelligence like problem-solving and decision-making. Broadly speak-
ing, AI systems process large amounts of data to identify complex patterns and develop
algorithms that allow the system to complete tasks efficiently. Of particular interest in this
study is GenAI, a subset of AI that learns from existing data to generate content such as
text, images, and audio. Generative models such as ChatGPT (https://chat.openai.com)
can create original and realistic outputs, and have been gaining prevalence in educational
contexts (Sullivan et al., 2023).

ChatGPT is an example of a tool that can support students’ learning experiences in mul-
tiple ways. For example, this tool and other AI-based chatbots can be used as responsive
tutoring systems to provide real-time feedback and guidance by analyzing students’ per-
formance, identifying areas of improvement, and suggesting relevant supports. Other areas
of AI uptake have been in writing and research. Popular writing tools such as Grammarly
(https://www.grammarly.com) can assist students with correcting grammar and spelling
errors, while tools like Quillbot (https://quillbot.com) and Copy.ai (https://www.copy.ai)
can support paraphrasing and creating essay outlines (Malik et al., 2023). In addition, tools
like Notion AI (https://www.notion.so/product/ai) can support notetaking and task man-
agement. Perplexity AI (https://www.perplexity.ai/), Scite (https://scite.ai/), and Research
Rabbit (https://www.researchrabbit.ai/) are examples of tools that can help streamline the
research process of foraging, organizing, and summarizing scholarly articles.

Importantly, AI tools can also create pathways to access for disabled and other students.
Marino et al. (2023) highlighted AI’s transformative potential to support disabled students
with daily tasks that may otherwise be difficult due to impairments or injuries. For instance,
speech-to-text technology can support students who face challenges with writing. Addi-
tionally, language translation tools can be a valuable resource to support English language
learners.

Despite these affordances, AI integration in education is nuanced and educators face the
complex task of taking it up in ways that are ethical for students. For example, literature
on the ethics of AI use has noted significant concerns about surveillance, discrimination,
and bias (Evans et al., 2023; Siau & Wang, 2020), These issues have also been historically
linked to academic integrity policies in higher education (Brown, 2020). For example, the
use of AI-based proctoring software to surveil students has faced criticism for perpetuating
racism, ableism, and gender discrimination. AI systems are often trained on datasets with
limited representations of race and gender and exclude bodies that do not fit a “normal”
standard, including disabled bodies (Gagné, 2023). Because these systems have not been
tested with disabled users (Smith & Smith, 2021), they cannot account for the different ways
students live and learn and can be punitive against those falling outside of the “norm.”
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4 EVOLVING INTERSECTIONS

These existing biases in data sets also shape information generated by AI systems,
creating issues with ethics and reliability of its use. For example, a study by Pennsyl-
vania State University on 13 AI language models revealed that the models consistently
created negative associations with disability-related terms, highlighting explicit and
implicit biases in the training data (Venkit & Wilson, 2021). Similarly, AI applications in
sectors such as healthcare and policing have been shown to exhibit racial biases that
disproportionately disadvantage Black communities (Fountain, 2022). Consequently,
reliance on biased data sets and AI-based decisions can create new forms of technological
oppression.

Sweetman and Djerbal (2023) critiqued the dominance of Western-centric data in AI
training that can exclude or misrepresent non-Western perspectives, histories, and knowl-
edge, bringing into question the fairness of AI systems. They also commented on how some
AI models struggle to differentiate between scholarly and nonscholarly sources and have
been known to falsify information. These issues create significant concern about AI use in
research. The intersection of AI with academic integrity is a critical area for further explo-
ration, bringing challenges like intellectual property, plagiarism, and the ethical use of AI
in assessments to the forefront of educational discourse (Kumar et al., 2023). Yet schol-
ars including Henry and Oliver (2022) have cautioned against being hasty to address these
issues with more technological surveillance, and instead see this time as an “important
opportunity for dialogue that opens up new ethical and pedagogic forms of academic
practice” (p. 346).

Educators are increasingly calling for pedagogies that are inclusive, accessible, and
trauma aware. These are practices that prioritize trusting students over surveilling them
and building equitable and accessible spaces in the classroom. El Sabbagh and Schwarz
(2023) offered ways to create these spaces through “interdependent classrooms” (p. 222)
that consider an individual student’s learning as connected to every student’s learning.
Drawing on the works of Cariaga (2021) and Shalaby (2021), they recommended centering
students’ humanity, providing noncarceral and nonpunitive ways for students to engage in
learning together, and creating spaces for collective accountability.

To uphold a culture of integrity in classrooms, Gagné (2023) advocated moving away
from competitive, isolationist learning environments and instead educating students
about the importance of academic integrity as a relational process between them-
selves and those they are learning alongside. Instructors need to model and clarify
expectations of integrity in the classroom. In addition, students need to have meaningful,
and multiple, ways to express their learning and meet the learning outcomes of a course
(Kumar et al., 2023). Importantly, these differentiated ways of engagement and multiple
points of access need to be designed inclusively to ensure full participation and inclusion
of disabled students.

Addressing the challenges posed by AI in higher education requires a comprehensive,
strategic approach that is not limited to the classroom (Pagaling et al., 2022). Students and
educators must engage in conversation to determine ethical standards of AI that do not
entrench existing structures of inequity for students. However, as Sweetman and Djerbal
(2023) have argued, institutions need to be held accountable to help facilitate these ini-
tiatives and be at the forefront of developing digital justice principles to prevent potential
harms of these technologies.

CONTEXTUALIZING THIS RESEARCH

In the summer of 2023, Jessica received funding from York University to regulate and
adapt her large undergraduate health studies course to new GenAI challenges. The course
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NEW DIRECTIONS FOR TEACHING AND LEARNING 5

enrollment is approximately 150 to 200 students per semester. Jessica’s course examines
issues in Canada’s healthcare system and explores various intersections of inequity and
access including disability, status, gender-based violence, food insecurity, and homeless-
ness. She uses case studies to focus on communities at the forefront of struggles for health
and equity. The course provides an ideal platform to engage students in critical discussions
about AI, particularly focusing on how AI is disrupting social contexts such as education,
housing, and healthcare.

THEORETICAL FRAMEWORK AND METHODOLOGY

Our work in this space is framed and directed through a pedagogy of care (Goralnik et al.,
2012) and access and the methodology of disability justice (Sins Invalid, 2019). A pedagogy
of care is one that attends to students as whole people, is rooted in relationality, and refuses
extractive and harmful practices in the classroom and learning spaces. A commitment to
access means we think and anticipate all bodyminds in all spaces of our teaching and learn-
ing. No one can learn if they cannot access spaces of learning; therefore, a commitment to
access for all students is necessary. Disability justice is a social movement, a framework
for understanding the world, and a methodology for transforming ableist spaces, gifted to
the world by disabled, queer and trans, Indigenous, Black, and people of color. It is meant
to be an engaged framework to make material changes in institutions and structures of
interlocking oppression (Sins Invalid, 2019).

Our study methodology was twofold. First, it involved adapting the course for AI integra-
tion, guided by a set of design goals. Then we engaged in critical reflection to understand
how AI integration impacts student and instructor experiences within the broader con-
text of the academic institution. Critical reflection is a valuable method in education
research, particularly when exploring one’s professional practice (Fook, 2011). In this study,
we drew upon Morley’s (2008) approach to critical reflection, which is centered on a
introspective analysis that challenges conventional thinking and practices and examines
underlying assumptions in research narratives to reveal contradictions and inconsisten-
cies. This approach values first-person accounts of experiences and collaborative reflection
methods to access deeper and more diverse understandings. The critical reflections of the
course adaptation are discussed in the findings section.

In the sections to follow, we detail specific activities we undertook to adapt Jessica’s
undergraduate health studies course for the Fall 2023 and Winter 2024 semesters. Before
starting the redesign, Jessica participated in an AI education course with her institu-
tion’s Teaching Commons. This course provided insights into GenAI, outlined potential
harms, and suggested best practices for maintaining academic integrity while enhancing
equity, access, and inclusion. The three-week intensive course required instructors to
partake in interactive challenges. These included adapting assessments to anticipate
GenAI use, revising grading criteria and rubrics (e.g., placing more emphasis on assess-
ments involving applying, analyzing, or evaluating knowledge), exploring AI-supported
teaching strategies, and creating opportunities for students to use AI as a learning aid in
the course. After preparing the course for the 2023−2024 semesters, Jessica engaged in
an ongoing critical reflection process to understand the impact and effectiveness of the
adaptation, including discussions with Azeezah. As a part of iterative course check-ins,
Jessica also asked students and TAs about their experience; however, these discussions are
outside the scope of this article, as we could not arrange ethics in time to report on these
data.
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6 EVOLVING INTERSECTIONS

DESIGN GOALS

Building on the insights Jessica gained from the AI education, together we established five
design goals for her undergraduate course: (a) establishing clear expectations for AI use in
the course; (b) creating online modules on the ethical implications and responsible use of
AI, aligned with academic honesty policies; (c) supporting TAs with educative approaches
to AI and tools to support students’ development of academic honesty skills; (d) adapting
existing assessments to integrate AI use in critical ways, applying universal design prin-
ciples to resist ableism; and (e) adapting the course’s learning management platform and
materials for accessibility.

Establishing clear expectations for academic honesty and AI use

Education scholars have advocated for teaching academic honesty as an ongoing skill that
students develop throughout their academic journeys (Eaton, 2023). Therefore, we inte-
grated this approach across the course policies, assessments, and teaching methods. For
example, Jessica updated her academic integrity policy in the course syllabus with the
intention to review it in depth with students and continue to revisit it in practice with
assessments. The revised policy situated academic honesty as a generative and relational
process, framing citational practices as conversations that students will have with other
people’s thoughts, research, and theory. It focused on a commitment to building academic
honesty skills over punishment, recognizing the disparities in students’ experiences with
citation and research before university, and acknowledging that not everyone has access to
equal learning opportunities. In addition to guiding students toward institutional tools and
programs to avoid academic dishonesty and understand student rights, it offered practical
strategies for implementation.

For instance, to support active communication from students, the policy provided clear
guidelines on how students could email the teaching team, including expected response
times from instructors. Students also had the option to submit assignments early, obtain
a similarity report to avoid being flagged for plagiarism, and then resubmit a revised ver-
sion before the final deadline. To address academic breaches such as plagiarism, the policy
promoted a supportive approach: TAs developed a plan with the student to revise and
resubmit their work for marks, emphasizing guidance over punishment. Ultimately, the
policy sought to create a supportive learning environment where students could practice
their academic integrity skills.

The course policies also addressed AI usage, detailing how students would critically
engage with and contextualize AI throughout the course by examining ethical implications
and strategies to uphold academic integrity. To address AI use in assessments, we included
guidelines on appropriate use (where relevant) and clarified that responsible AI use would
not incur penalties. For example, students were guided on how to cite AI tools and were
required to cite additional sources (scholarly or gray literature, depending on the task) that
substantiated the AI-generated information. These guidelines were reinforced in tutorials,
where TAs supported students to practice AI and academic integrity skills. Overall, stu-
dents were instructed to use AI as a supplement to, rather than a replacement for, their
research practices.
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NEW DIRECTIONS FOR TEACHING AND LEARNING 7

Creating modules on responsible AI use

We identified tutorials as a space where we could integrate an AI thread of inquiry to take up
ethical implications of its use and relate this thread to course topics such as housing, immi-
gration, and education. As outlined previously, we also determined that tutorial time would
be used to discuss the responsible use of AI tools in assessments and to practice AI-related
skill development. To support this aim, we created a series of eight concise tutorial presen-
tations covering AI equity issues, each accompanied by prompts for student engagement
and reflection. Several key questions guided this series:

1. How do AI tools store and use information?
2. How are AI tools managed?
3. Who benefits or is disadvantaged by AI tools?
4. What are the challenges and opportunities in AI-based research and decision-making?
5. How can AI be beneficial, particularly for students?
6. Who is leading the discourse and development of AI, and which voices are missing or

underrepresented?

We outlined ethical considerations surrounding AI, including surveillance, privacy con-
cerns, exploitation in dataset management (Rowe, 2023), unpaid user labor in product
development, environmental impacts of data storage centers (Li et al., 2023), and biases
that perpetuate racism, ableism, and gender discrimination. We also explored the chal-
lenges of unreliable and false information and the complexities of attributing knowledge
in the age of AI-generated content. In parallel, we explored access and opportunities pro-
vided by AI. This included academic support and advanced accessibility tools that are
being developed, such as Seeing AI (https://www.seeingai.com; Shaikh, 2023) and smar-
tARM (https://www.smartarm.ca; Barry, 2023). As we grappled with these tensions of
ethics and access, we emphasized the limitations of technology that is designed without
considerations of those marginalized by institutions.

Supporting TAs with educative approaches to AI

To support TAs in managing the AI adaptation, we developed a comprehensive tutorial
handbook. The handbook not only served as a guide for the course but, crucially, outlined
the nonpunitive, educative approach to academic honesty and AI-related policies and how
to operationalize them. For example, TAs were guided on using similarity detection tools
to identify potential plagiarism and provided with an email template to reach out to stu-
dents suspected of plagiarism. This template was designed to encourage dialogue, allowing
students to understand their missteps, take responsibility, and revise their submissions
without impacting their grades or facing harsh penalties.

We also developed sample activities for TAs to engage students in exercising their
academic integrity and AI-related skills. One such activity involved students editing their
written work with AI. Importantly, this activity was informed by Currie’s (2023) work
on digital space-making to explore how we could engage with one another and build
community online and offline in ways that honored all students. Accordingly, the activity
was designed to be single player or multiplayer, based on students’ preferences. In the
single-player mode, students selected a piece of personal writing they were comfortable
sharing and used a GenAI tool like ChatGPT to assist with editing tasks. Examples of these
tasks included making grammatical corrections, improving clarity, offering suggestions to
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8 EVOLVING INTERSECTIONS

reinforce an argument, summarizing key points, and adapting a writing style in different
tones. Students were then encouraged to reflect on the effectiveness of these AI-assisted
strategies and their learning. In the multiplayer mode, students in groups decided on a
common topic and individually prompted the AI, considering criteria such as word count,
tone, and audience. Then, they compared their AI-generated responses to see how different
prompts influenced the style and content of the output and reflected on their learning.

Adapting existing assessments to integrate AI use in critical ways

To reduce reliance on GenAI, we redesigned the course assignments to move beyond
traditional writing formats. Our approach involved creating short, scaffolded assignments
that built on students’ skills and understanding of key concepts. The iterative assess-
ments allowed us to balance the course weightage throughout the semester and offer
students various opportunities for engagement. Students could choose to work individu-
ally or in groups and submit assignments in diverse formats, such as videos, graphics, or
written documents.

The course began with reflective assignments on students’ roles as researchers. As they
progressed, students chose a health issue for detailed study, culminating in a creative
output—be it a graphic, podcast, or video—as a part of knowledge mobilization of their
research. The course ended with a final hybrid showcase, on Zoom (https://zoom.us) and
in person that allowed students to present their work to their classroom community in
whichever ways they chose to engage.

A specific example of an adapted assessment was the researcher positionality state-
ment. Previously submitted as a written reflection on intersectionality and health, this
assignment now required students to create a digital mind map, using tools such as Mural
(https://mural.co), Miro Board (https://miro.com), or Microsoft Word. This map visually
represented their lived experiences and intersections, which they could express using
photos, videos, audio, or text. Accompanying the mind map, students submitted a short
explanation of their positionality. They also had the option to complete the assignment in
a group, demonstrating overlapping or distinct intersections.

Another assessment involved land-based learning hosted by a local Indigenous art and
storytelling organization, the Sweet Grass Roots collective. This learning was rooted in
Indigenous methodologies and interactive activities available in person and recorded for
students who joined asynchronously. To reduce GenAI dependency, the Sweet Grass Roots
collective developed reflection questions for students that were tied to specific experiences
in the land-based learning.

For written assignments, where GenAI usage is more likely, we included detailed guide-
lines on appropriate uses in the instructions. An example of how we restructured a written
assignment to accommodate GenAI was the students’ proposal for their final project.
Previously, it entailed a comprehensive four- to five-page proposal. Now the assignment
was broken down into four distinct, manageable parts, where students could offer short
responses to prompt questions, reducing the potential overreliance on GenAI.

Adapting the course learning management platform for accessibility

We situated this course in the radical access that characterized the first two years of
the pandemic, thinking actively about how we might resist forgetting about this access
and, instead, committing ourselves to creating it. Considering this approach, we created
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NEW DIRECTIONS FOR TEACHING AND LEARNING 9

multiple access points in the course, so that students could move in and out of them
according to their needs.

One of our main initiatives was to organize the syllabus to make content, including
the course policies, resources, and expectations, clearer and more compatible with screen
readers. To ensure the text and media on the course platform were accessible, we created
hypertext links, added transcripts for videos, included alternative text for images and ban-
ners, and provided course documents in both PDF and Word formats. We also improved
the color contrast of course materials to ensure text legibility. To ensure easy access to
weekly course materials, we organized each module with relevant lectures, videos, and
assignments in one place. Furthermore, we updated the course platform to include clear
signaling about hybrid course delivery. This included instructions on how students could
participate in the course synchronously—online or in person—or asynchronously online.

Recognizing that the work of access is a collective effort, we invited students into this
process through an assessment. We did so by linking the final assignment, the knowl-
edge mobilization output (podcast, video, or graphic), with an access commitment. This
commitment was a short document that guided students to research accessibility con-
siderations applicable to their chosen format and outlined the steps they needed to take.
Examples of accessibility considerations included audio and video transcripts, closed cap-
tioning, alternative text, and good color contrast. Students were encouraged to explain
if there were any accessibility criteria they could not meet, outline the reasons why, and
reflect on how these accessible formats benefit others.

FINDINGS

After teaching one term of the course, now adapted for GenAI, I (Jessica) spent some time
reflecting on how the adaptation went and ways that I understood learning for students,
and the teaching team, to have been shifted or impacted. Teaching in ongoing crisis times
felt especially heavy in the Fall 2023 academic term. So, this adaptation took place during a
particularly difficult time. Students also seemed to be struggling more and attendance was
lower than it had been in previous terms. I now take up five themes that I identified over
the academic term that stood out as important, or places where other educators might
find similarities or divergences: (a) unevenness in TA familiarity with GenAI, (b) student
capacity, (c) some students not wanting to use GenAI, (d) relationality shift in new GenAI
landscape, and (e) adapting assessments to GenAI made them more complex. My hope
is that we, author and reader, can think through them generatively together. If you are an
educator, how do these themes resonate for you as you think about GenAI and your own
assessments in your courses?

Unevenness in TA familiarity with GenAI

Given that this was a large undergraduate course, the teaching team consisted of the
professor and four to eight TAs. What was immediately clear when we met for our pre-
semester meeting was the diversity in TAs’ knowledge and comfort with GenAI tools such
as ChatGPT. Some were using it to design teaching materials and exercises, some were
uncomfortable with the rising use of ChatGPT among students in their academic work,
and others had never opened ChatGPT and were not thinking about ways it would show
up in students’ work. Have you opened these conversations with your teaching team? What
training or supports are available through your institution to support this learning?
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10 EVOLVING INTERSECTIONS

Student capacity

As mentioned above, we used Currie’s (2023) invitation to develop single player and mul-
tiplayer assignments to build community and collective learning. We took this shifting
time of GenAI to think through ways of inviting students to do critical collective work;
equity work cannot be done in isolation. There was very little uptake from students on the
multiplayer options for assessments. We think this finding reflects a few things: stu-
dent capacity to engage in collective work that is more laborious in terms of time and
negotiating all that comes with group work, little time to do this work in the short hour
assigned to tutorials, and the structural determinants of ways students can engage in
course work that takes time, when they are juggling full-time employment, care responsi-
bilities, and economic pressures and injustices. What structural pressures are your students
facing? The blog post “Teaching the Students We Have, Not the Students We Wish We Had”
(Goldrick-Rab & Strommel, 2018) is helpful for all of us as educators to read or revisit.

Some students not wanting to use GenAI

Some students were explicit in their desire to work on their writing and research skills
without the use of GenAI. This was an interesting finding for us, as we were intentionally
reflecting on using GenAI in academic work and thinking together about what a collabora-
tive GenAI policy could be. Several students said they were not interested in using GenAI
and wanted to complete assessments without it, stating that they did not want to develop a
dependency on GenAI. We speak further to this idea in the discussion section, about ways
this preference might be honored using differentiated assessments. Have you experienced
this preference in your teaching, and what are generative ways you are responding to it?

Relationality shift in the new GenAI landscape

Something that I have found myself struggling with in this new landscape of GenAI avail-
ability is the shifts in the ways I am about students and their work. For example, I find
myself wondering if students have used GenAI to generate their work. This is a shift in my
thinking that feels unsettling. I want to discuss this development further with other educa-
tors as I question my thinking. Have you experienced this shift? How are you navigating it?
I have certainly heard about this shift from TAs, who are on the front lines of it. Strommel’s
(2016) tweet—“start by trusting students”—has always guided my pedagogy and teaching,
and GenAI is, or at least feels as though it is, troubling this trust. The solution is for edu-
cators to shift our assessments and teaching to throw off this creeping shadow of GenAI
distrust. Our reactions cannot be ones of surveillance and detection to punish. Instead,
we must take this moment as a generative one to assess what is working and what is not
working in terms of our assessments of learning objectives. The landscape has shifted, and
we must engage the pandemic pedagogy flexibility we all learned to address the changes
that GenAI are bringing. Are you struggling with this shift, and how is it showing up for you?

Adapting assessments to GenAI made them more complex

When we designed the course adaptation and assessments, some of the assessments did
become more complex and time-consuming for students. There were more lengthy steps
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NEW DIRECTIONS FOR TEACHING AND LEARNING 11

to complete and things to consider. This design was done under the assumption that if
students were using GenAI to complete parts of the assessments, then the assessments
needed to be more robust to assess learning outcomes. After the first term, having heard
from some students who did not want to use GenAI in their assignments, we are now
thinking about creating differentiated assessments with two tracks: one for students
who want to use GenAI and another for students who do not want to use GenAI. What
does a two-track model look like for TA grading hours? Do the learning management
systems allow for two-track submissions? These are only some of the considerations in
this era of the neoliberal university. What structural barriers do you experience in adapting
assessments, and how can educators work collaboratively to ensure access for all students?

DISCUSSION

In this section we review our reflections after one term of piloting the new assessments
and tutorial materials. As mentioned above, a significant part of our introduction to and
teaching with GenAI involved grappling with the ethical implications. We asked students
to think about the impact of GenAI use on labor rights for others, environmental impacts,
and the ways that GenAI employs epistemic erasure and privileges certain knowledges. So,
when students did use GenAI outside the guidelines we provided, it was felt by the teach-
ing team members to be acutely demoralizing. We reflected on this feeling and wanted to
think with it. We reflected on how one course adaptation is not powerful enough to urge
students not to generate assessments using GenAI; the structural pressures in their lives
are too large. In short, the pressures that students live with include but are not limited to
full-time employment, care work, long commutes, housing, food precarity and injustice,
and the pathologies of poverty. These are the very pressures that push students to engage
with GenAI. Working enough in one’s paid employment to stay in one’s home and have
enough to eat necessarily takes precedence over completing an assignment that ChatGPT
can complete in minutes. Systemic, institutional responses to GenAI are needed, not
one-off course adaptations. Higher education institutions need to take on this reimagining
assessment challenge in robust and generative ways, ones that are nonpunitive, that are
rooted in access, and that prepare students to thrive in today’s world.

Using a disability justice approach, we thought through how GenAI might be a gen-
erative invitation to engage more fully in differentiated assessments and to renew our
commitment to access for all students. Further, we saw it as an opportunity for us to
commit fully to creating assessments that have flexibility built in and that allow students
to demonstrate their learning in ways that work best for them. In response to the students’
lead, we considered having two-track or differentiated assessments for each assessment
opportunity, allowing students to choose whether they wanted to complete an assessment
adapted for GenAI (where using GenAI skills would be integrated into the assessment) or
an assessment where they would not use GenAI.

CONCLUSION

We share the findings and reflections from this study not to dissuade instructors from
trying to adapt their courses, but rather to encourage more educators to make this
commitment. It is clear that if students have greater capacity to engage in meaningful
assessment opportunities across their course load, then they can truly begin to benefit
from the access and care afforded by initiatives like course adaptations. At a local level,
instructors can engage in various activities to support students and respond to GenAI,
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12 EVOLVING INTERSECTIONS

including working on adapting assessments that are relevant to students’ lived experiences
(Villarroel et al., 2018), engaging in knowledge building and co-creation with students and
TAs, and tapping into communities of practice that support individual instructors in a
larger community of care (Adams et al., 2023).

As we mentioned in the beginning of this article, we are part of a community of practice
that was created to nurture a space in the institution that can support decolonization,
equity, diversity, and inclusion in our teaching and learning work. Communities of practice
are spaces that can support the kinds of counter-cultural work we discuss throughout this
article (Cambridge & Suter, 2005; Johnson, 2022; Wenger, n.d.). Communities of practice
can resist the isolationist academic work the academy structures for people and where
ableism thrives. We are thinking about the introduction of GenAI as another opportunity
to engage in more ethical and just anticolonial practices, such as assessment practices
that focus on learning and not merely on colonial, hierarchical practices of grading and
sorting students (Strommel, 2023). Work by Currie (2023) on engaging students in learning
that relies on mad-positive methods and community building is another site of generative
thinking that invites educators to teach to all students for another world.

We are working to meet the disruption of GenAI in the site of higher education as
an invitation for educators to listen to disabled students who have long advocated that
colonial institutions do not, and have not, served all learners. Long before GenAI, higher
education institutions were failing students living at different intersections. We refuse to
accept that accessibility should be compromised as a response to GenAI, and we urge
everyone to resist any temptations to return to pen-and-paper learning or standardized
assessment. These kinds of assessments are exclusionary to many students, including
disabled students. Instead, we ask instructors and learning communities to commit to
building access for all students in this time of disruption.
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